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Foreword
This Technical Report has been produced by the 3rd Generation Partnership Project (3GPP).
The contents of the present document are subject to continuing work within the TSG and may change following formal TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an identifying change of release date and an increase in version number as follows:
Version x.y.z
where:
x	the first digit:
1	presented to TSG for information;
2	presented to TSG for approval;
3	or greater indicates TSG approved document under change control.
y	the second digit is incremented for all changes of substance, i.e. technical enhancements, corrections, updates, etc.
z	the third digit is incremented when editorial only changes have been incorporated in the document.
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1	Scope
[bookmark: _Hlk522801311]This Technical Report describes relevant use-cases and proposes respective potential service requirements for 5G systems to support production of audio-visual (AV) content and services.
Previous work assessed certain aspects for local applications (e.g. ultra-reliable low-latency and time synchronization demands.) This study addresses implications for 3GPP from wide-area media production and additional local applications. Topics to be studied include demanding locally-distributed production scenarios or ad-hoc deployments of high-bandwidth networks providing increased mobility and coverage and lowest streaming latencies.
Investigation is considered for example:
-	provision of pre-defined bandwidth capacity, end-to-end latency and other QoS requirements for e.g. larger live music events or high-quality cinematic video production;
-	time synchronisation among all devices (cameras, microphones, in-ear monitors etc.), optionally using a production-based master clock or time code generator, which is broadcasted; 
-	coverage-related issues dealing with nomadic and ad-hoc production deployments, future ways for electronic news gathering, usage of airborne equipment and support for higher ground speeds of up to 400 km/h; 
-	interoperability issues related to existing audio-visual production standards and protocols; 
-	dependability assurance and related topics (network isolation, QoS monitoring etc.).
[bookmark: _Toc19177314]2	References
The following documents contain provisions which, through reference in this text, constitute provisions of the present document.
-	References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.
-	For a specific reference, subsequent revisions do not apply.
-	For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.
[1]	3GPP TR 21.905: "Vocabulary for 3GPP Specifications".
[2]	J. Pilz, B. Holfeld, A. Schmidt and K. Septinus, "Professional Live Audio Production: A Highly Synchronized Use Case for 5G URLLC Systems," in IEEE Network, vol. 32, no. 2, pp. 85-91, March-April 2018.
[3]	European Broadcasting Union (EBU), EBU Tech 3371, tech.ebu.ch, 2018
[4]	Internet Engineering Task Force (IETF), IETF RFC 4175
[5]	3GPP TR 22.261: " Service requirements for the 5G system"
[6]	3GPP TS 22.179: " Mission Critical Push to Talk (MCPTT) over LTE"
[7]	3GPP TS 22.468: " Group Communication System Enablers for LTE (GCSE_LTE) "
[8]	ST 2110-10:2017 - SMPTE Standard - "Professional Media Over Managed IP Networks: System Timing and Definitions"
[9]	IEEE 1588-2008 - IEEE Standard for a Precision Clock Synchronization Protocol for Networked Measurement and Control System
[10]	SMPTE ST 2059-2:2015x SMPTE Profile for use of IEEE-1588 Precision Time Protocol in Professional Broadcast Applications
[11]	SMPTE 2042-1:2017 – SMPTE Standard – VC-2 Video Compression
[12]	3GPP TS 23.501: “System architecture for the 5G System (5GS)”


[bookmark: _Toc19177315]3	Definitions, symbols and abbreviations
[bookmark: _Toc19177316]3.1	Definitions
[bookmark: OLE_LINK1][bookmark: OLE_LINK2][bookmark: OLE_LINK3][bookmark: OLE_LINK4][bookmark: OLE_LINK5]For the purposes of the present document, the terms and definitions given in 3GPP TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in 3GPP TR 21.905 [1].
AV Contribution: Audio or video content sent from a location to a broadcast centre to become programme content.
AV Production: The process by which audio and video content are combined in order to produce media content. This could be for live events, media production, conferences or other professional applications.
Audio Clean Feed (mix minus feed): Programme output (minus audio contribution) sent from broadcast centre to reporter so the reporter can hear studio output also known as a mix-minus feed.
Broadcast Centre: A location from where production and distribution are co-ordinated. This may include studio facilities and/or technical areas where content is received, routed, created and managed. Typical broadcast centres act as hubs for live content as well as playout centres for pre-recorded material.
Broadcast over IP: Carriage of broadcast signals over an IP network.
Clock Synchronisation Service: The service to align otherwise independent UE clocks. 
Clock Synchronicity: The maximum allowed time offset within the fully synchronised system between UE clocks. 
NOTE: 	This definition was taken from clause 3.1 in 3GPP TS 22.104 " Service requirements for cyber-physical control applications in vertical domains"
Control Room: The place in a broadcast centre where outside sources are received, monitored and routed to the production gallery.
Compressed Video: A means of making video file or stream sizes smaller to meet various applications. Different applications have different compressions methodologies applied. 
· Mezzanine compression: low latency and non-complex compression applied to a video signal in order to maintain the maximum amount of information whilst reducing the stream size to allow for the available bandwidth. 
· Visually lossless compression: the maximum amount of compression that can be applied to a video signal before visible compression artefact appear.
· Highly compressed: use of compression to distribute content over very low bandwidth connections where the content is more important than the quality of the image.
Cue / Talkback: Audio messages sent from broadcast centre to location usually to instruct a presenter when to speak. This is not audible in the broadcast audio.
End-to-end Latency: the time that takes to transfer a given piece of information from a source to a destination, measured at the communication interface, from the moment it is transmitted by the source to the moment it is successfully received at the destination.
NOTE: This definition was taken from clause 3.1 in 3GPP TS 22.261 "Service requirements for the 5G system"
Isochronous: The time characteristic of an event or signal that is recurring at known, periodic time intervals.
NOTE 1:	Isochronous data transmission is a form of synchronous data transmission where similar (logically or in size) data frames are sent linked to a periodic clock pulse.
NOTE 2:	Isochronous data transmission ensures that data between the source and the sink of the AV application flows continuously and at a steady rate.
In-Ear-Monitoring (IEM): A specialist type of earphone usually worn by a performer in which an audio signal is fed to a wireless receive device and attached earphone.
Media Clock: Media clocks are used to control the flow (timing and period) of audio / video data acquisition, processing and playback. Typically, media clocks are generated locally in every mobile or stationary device with a master clock generated by an externally sourced grand master clock (currently GPS but transitioning to 5G in future). 
Mouth-to-ear Latency: End-to-end maximum latency between the analogue input at the audio source (e.g. wireless microphone) and the analog output at the audio sink (e.g. IEM). It includes audio application, application interfacing and the time delay introduced by the wireless transmission path.
Multi-Cam: The use of two or more cameras in an outside broadcast which can be cut between; important considerations are colour imagery, timing, framing and picture size and frequency.
Network Media Open Specifications: A set of open specifications that describe how media devices are managed on a network.
Network Operator: The entity which offers 3GPP communication services.
Outside Broadcast: A production where content is being acquired away from the broadcast centre and controlled from the location. Generates output for broadcast which may be sent back to the broadcast centre for inclusion into a programme or for onward distribution. 
Public Address System: An electronic system increasing the apparent volume (loudness) of acoustic sound sources. They are used in any public venue that requires amplification of the sound sources to make then sufficiently audible over the whole event area.
Programme Making and Special Events: This is a term used, typically in Europe, to denote equipment that is used to support broadcasting, news gathering, theatrical productions and special events, such as cultural events, concerts, sport events, conferences and trade fairs. In North America, the use of spectrum to provide these services is usually called broadcast auxiliary service.

Production (TV) Gallery: An area in a TV studio where producers, directors and technical staff work together to produce content. Functions include control of cameras, lighting, sound and video feeds bringing together feeds from both local and outside sources.

Production (TV) Studio: An area used to create media content usually consisting of a studio floor with cameras, presenters and microphones which are controlled from the production gallery.
Quasi Error Free: This refers to the reception of less than one uncorrected event per hour at the input of any given receiver.
Radio Microphone: A microphone that uses a wireless connection to transmit either an analogue or digital audio channel on a dedicated radio frequency or multiplex to one or more dedicated receivers which then output an audio signal suitable for onward processing.
Remote Production: Content being acquired is remote to the broadcast centre but configured and controlled from the broadcast centre. this may include video or audio content but also command and control functions to operate the technical facilities located at the outside broadcast site.
SMPTE 2110: The SMPTE ST 2110 standards suite specifies the carriage, synchronization, and description of separate elementary AV essence streams over IP for real-time production, playout, and other professional media applications [8].
Uncompressed Video: Uncompressed video is digital video that either has never been compressed or was generated by decompressing previously compressed digital video. RTP payload is described in [4].
VC-2: Low-latency, low-complexity video compression algorithm as described in SMPTE 2042 [11]. 
Video Clean Feed: Studio output with no graphics or text overlays.
[bookmark: _Toc19177317]3.2	Symbols
For the purposes of the present document, the following symbols apply:
Tframe			 Time interval between consecutive frames at application layer. Also used to denote the transfer interval in this document. 
Tprocessing		Latency introduced by the processing of audio data
Tradio misalign	Latency introduced by awaiting radio opportunity to transmit data
Tdelay			Latency introduced by protocol layers required for data transmission
Tend-to-end		End-to-end latency including Tradio misalign and Tdelay
Taudio async		Latency introduced by re-alignment of audio frame boundaries on different devices wrt one another
Tlatency			The overall latency experienced by the user calculated from the above values
[bookmark: _Toc19177318]3.3	Abbreviations
For the purposes of the present document, the abbreviations given in 3GPP TR 21.905 [1] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in 3GPP TR 21.905 [1].
AV	Audio-Visual (can include both audio and video combined, or either separately)
IEM	In-Ear-Monitoring
LMPF	Live Media Production Function
MTU	Maximum transmission unit
NMOS	Network Media Open Specifications
OB	Outside Broadcast
QEF	Quasi Error Free
PA	Public Address
PMSE	Programme Making and Special Events
RTP	Real-Time Transport Protocol
SMPTE	Society of Motion Picture and Television Engineers
[bookmark: _Toc19177319]4	Overview
The 3GPP system already plays an important role in the distribution of audio-visual (AV) media content and services. Release 14 contains substantial enhancements to deliver TV services of various kinds, from linear TV programmes for mass audiences to custom-tailored on-demand services for mobile consumption. However, it is expected that also in the domain of AV content and service production, 3GPP systems will become an important tool for a market sector with steadily growing global revenues. There are several areas in which 3GPP networks may help to produce audio-visual content and services in a cost efficient and flexible manner.
AV content and service production can be broadly categorized. The most obvious distinction is production within a fixed production environment versus production at a location outside the premises of a production company. Furthermore, live or non-live productions may come with very different requirements. Mobile 3G and 4G networks are utilized quite frequently nowadays. Several mobile devices are employed simultaneously in order to achieve required data rates and guarantee stable communication. In the broadcasting world this is called bonded cellular contribution. 
Newsgathering is an AV production category which is vital for broadcasting companies around the world. Their job is to offer news covering any kind of event or incident which may be of interest to the public. This refers to events which cannot be planned as they just happen. Incidents in politics and economy or natural catastrophes often occur without notice and production companies need to react swiftly. The time to set up equipment, for example a local communication network, is a crucial factor. As soon as an important incident becomes known a newsgathering team is sent to some location to cover what is happening. Reporters may capture audio and video which need to be sent to the home base production facilities. This requires fast and efficient communication links. In newsgathering high levels of data compression may be acceptable if no communication is otherwise possible. For HD video feeds 5-10 Mbit/s are needed as minimum.
In a typical setting of newsgathering more than one camera is used. Depending on the circumstances a single camera may be fed back to a central production facility or, sometimes several distributed single cameras are fed simultaneously. However, quite often, multiple cameras are fed into a local vision mixer/switcher before being sent as a single stream back to the production facility. The latter is called a multi-camera feed. In this case, operator communication on the location of the event or incident needs to be established as well. Furthermore, all devices such as cameras and mixers are operated by the production crew at the location of the incident. News-gathering may take place outdoors or indoors.
One use case often occurring in production is the ability to transfer file-based AV content or other assets to and from the broadcasting facility. For example, programmes that are pre-produced at the event location and need to be made available in the broadcaster playout system to illustrate a live contribution. Another example is if the mixing of the live signal is performed at the event location and archive clips or video overlays need to be available for insertion into the programme. The difference compared with the live feed transmission is that this material is sent between the two locations but not necessarily in real time, usually as a file. This means that two-way file transfer capabilities need to be available to upload or down load files on location. These files are usually extremely large (> 1GByte per file) and transfer speeds need to be capable of delivering this within a reasonable timescale, although not necessarily as fast as real time. Support for growing files is also useful so that an editor on location can start work on a clip without waiting for the whole file to be delivered. 
Another important category of AV production is called “Outside Broadcast” (OB). In contrast to newsgathering the date of an event is sometimes known a long time before it actually takes place. Examples are elections or sport events such as football championships or the Olympic Games. Notice period aside, OB productions are quite similar to news-gathering in terms of setting, however, the scale of the event is usually larger. More equipment and more people are required and very likely for a longer period of time. Usually, a large number of wireless audio links (e.g. 100+) and several wireless video cameras (e.g. 20+) are employed in one regular single event. They have to be carefully synchronized in time, at the moment of recording and capture, in particular in live production as well as transmitted with the associated timestamp or delta to a master clock. Large scale events could also utilize several hundred remote microphones and cameras not involved in the main broadcast which could be mobile or stationary and all competing for bandwidth. 
The equipment, devices and communication infrastructure used today is carried to the location of the event using large vans. These OB vans act as a communication hub for the event. They are potentially capable of supporting many cameras, microphones, mixers, etc. On-location, reliable and scalable wireless communication links between directors, technicians and other staff are needed, in particular audio links.
Satellite or IP connections are typically established for OB productions to send audio and video content back to the base production facilities. More recently there is a trend becoming more and more important to remote control production equipment, for example cameras from the central home base production facilities rather than on location. Remotely operated equipment requires reliable telemetry and control communications. The quality of audio and video in OB productions are high, calling for potent communication links in terms of data rates and data capacity.
Most OB productions take place in a defined location. However, there are also events which are not stationary. Coverage of cycling events is a typical example. This requires the production team to follow the event including carrying production equipment along the way. Communication hubs in OB vans are often replaced by helicopters and planes. These kinds of events also come with the requirement to cope with very high velocities. In Formula 1 races the cameras mounted on the vehicles need to be operated at speeds up to 400 km/h. 
Even though today audio and video material is sent back to the home base production facility for post-processing in order to prepare the final TV or radio services, there is a growing trend to carry post-processing remotely. This requires the ability to access resources from the base production facility as well as utilizing cloud services be it computational power or storage.
In addition to production outside the premises of production companies, studio-based production is of paramount importance. Most studios currently use mainly wired and purpose-built communication infrastructure, which can be is costly and inflexible. Many production studios still utilize fixed line connections between cameras, mixers and galleries. However, in order to become more flexible and agile, fully wireless workflows would be preferable. Studio productions are typically where the highest quality and communication requirements are encountered. While under mobile or nomadic conditions concessions can be made regarding the maximum available data rate for data transfer this is not the case for studio productions and uncompressed or at least loss-less data transmissions should be utilized. Uncompressed TV signals can require a network bandwidth of over 12 Gbit/s for a high-resolution high frame-rate video. 
Covering an event which takes place on a stage in a theatre or a concert hall lies somewhat between an OB and a studio production. Quite often there is infrastructure available at the location of the event which can be used by production companies. The question of seamless cooperation between different infrastructures arises under this condition such that the production requirements can still be met. 
Capturing a stage event involves many wireless microphones, in-ear monitors, and a variety of other service links. In a typical professional live-performance scenario, performers on stage use wireless microphones while hearing themselves via the wireless in-ear monitor system. The audio signals coming from the microphones are streamed to a mixing console, where different incoming audio streams are mixed into several outgoing streams, for example the Public Address (PA), the in-ear monitoring mixes or recording mixes. These applications come with stringent requirements in terms of end-to-end latency, jitter, synchronicity, communication service availability, communication service reliability and number of wireless links per site. For complex stage productions the number of simultaneous links might be very high, i.e. more than 100 in the same location.
Conventional broadcast signals have been carried over dedicated infrastructure. In recent years broadcast centres have been moving to commodity IP-based workflows. This has several benefits but has meant significant work on the definition of IP streams that carry audio, video and data. The standards bodies who have defined these systems are actively looking at how these protocols may be carried by a wireless network. It is desirable that 3GPP contribution should be compatible with these best practice architectures to make interfacing and adoption as simple as possible.
Current best practice for IP production infrastructure is set out in EBU Tech 3371 [3].
3GPP offers production teams and broadcasters the opportunity to explore new, more flexible, reliable and mobile ways of creating content. In order to achieve this ambition, it is desirable that the 3GPP system is capable of meeting requirements latency, reliability, synchronization and bandwidth. Applications may be deployed on both PLMN and NPN. 
[bookmark: _Toc19177320]5	Use cases
[bookmark: _Toc19177321]5.1	On-site Live Audio Presentation
[bookmark: _Toc19177322]5.1.1	Description
In a typical on-site live audio presentation situation, one or several persons (presenters) are holding a talk in front of an interested audience. Usually the audience interacts with the presenter/s, for instance by posing questions. Other scenarios include the moderation of corporate events, panel discussions or conferences.
On-site live audio presentation scenarios are typically confined to a local area, e.g. conference rooms, lecture halls, press centres and trade fairs. They can be located indoors or outdoors. Typical operation has a defined duration known in advance. Characteristic for this use case is that all production equipment is available at the location, the wireless communication service is limited to the local area and all audio processing such as audio mixing is done in real time.
Wireless microphones are used for capturing audio from presenters within the local service area. A number between 5 and 300 simultaneously active wireless microphones can be expected. These wireless microphones can be scattered into different rooms, stages or spaces within the same complex.
The captured audio signals are transmitted to a central audio mixing console. Each active wireless microphone produces an audio, which has a data rate dependent on the audio codec, and may vary between 50 kbit/s and 250 kbit/s, possibly higher, if uncompressed audio is required. In addition, control signals with a maximum of 50 kbit/s are transferred bidirectionally for management and remote-control purposes. The audio mixing console creates the new desired audio streams. These streams delivered to downstream equipment and applications, such as amplifiers and loudspeakers of a public-address system, streaming services for hearing impaired participants, translation services, recordings, etc. 
The typical mouth-to-ear latency between the wireless microphone (analogue audio source) and the audio sink (e.g. loudspeaker, assistive listening device) is below 20 ms. For small scenarios where the distance between presenters and listeners is very short, the mouth-to-ear latency is below 5ms.
In a live scenario, where a PA is used, the mouth-to-ear latency related to the speaker must not exceed 20 ms, otherwise performance may be impaired. If part of the audience is very close to the speaker the direct audio signal will arrive earlier at the listener’s ear than the PA audio signal, which leads to an uncomfortable experience. Therefore, the system latency shall be below 10 ms for most of the cases, and below 5 ms for acoustically challenging surroundings.
The packet error ratio of the wireless transmission needs to be kept lower than 10-4 to assure that no audio dropouts or audible interference occur. A packet error ratio above 10-4 would likely lead to disturbance of the audience and degradation of the audio content at the very beginning of the production value chain.
Table 5.1.1-1 lists the system parameter and its value range for the on-site live audio presentation use case.
Table 5.1.1-1: System parameters for on-site live audio presentation use case
	
	Characteristic system parameter
	Comment

	Mouth-to-ear latency
	5 ms - 20 ms
	End-to-end maximum latency between the input at the audio source (wireless microphone) and the output at the audio sink (PA). It includes application, application interfacing and the time delay introduced by the wireless transmission path.

	Audio data rate
	50 kbit/s – 1.5 Mbit/s
	Different user data rates per audio stream need to be supported for different audio demands (e.g. compressed vs. uncompressed audio). 

	Control data rate
	1 kbit/s - 10 kbit/s
	Data rate per control stream (UL/DL)

	Packet error ratio
	< 10-4
	The packet error ratio (PER) of the system shall be below 10-4 

	Number of audio streams
	5 - 1000
	Simultaneous audio streams including UL and DL

	Service area
	100 m2 - 10.000 m2 (indoor)
0.01 km2 - 1.5 km2 (outdoor) 
	Event area

	Synchronicity
	10 µs - 500 µs
	Clock synchronicity is used as KPI of clock synchronisation services.

	User speed
	≤ 5 km/h
	Pedestrian speed

	Security/ Integrity
	The audio application data is encrypted
	In some of the applications



[bookmark: _Toc19177323]5.1.2	Pre-conditions
[bookmark: _Hlk522867923]-	Sufficient bandwidth and network cells are deployed to satisfy the requirements of the wireless audio streams at the event location during the whole operation time.
[bookmark: _Hlk522867940]-	All wireless microphones and loudspeakers on-site are switched on and connected to a central audio mixing console through a NG-RAN. 
-	The central audio mixing console is connected to amplifiers and loudspeakers of a public-address system, and if required, to a streaming server and a recording server.
[bookmark: _Toc19177324]5.1.3	Service Flows
A typical service flow in an on-site live audio presentation is shown in Fig. 5.1.3-1. It is composed of several presenters using wireless microphones and an audience attending the event and listening to the live audio content through loudspeakers installed at the venue. 
Case 1: Presenters at an indoor and outdoor studio:
·  John, Yoko, Paul, and Ringo are presenters that make comments about the event in an indoor studio. 
·  The microphones from John, Yoko, Paul, and Ringo connect through the Audio presentation NPN to a live-audio presentation system that combines mixing and routing of the microphone signals to the local loudspeakers
·  All presenters can talk to the microphones and listen to their own voices through the loudspeakers. The sound coming from the loudspeakers have a low-latency that does not disturb John, Yoko, Paul, and Ringo while they are speaking
·  John, Yoko, Paul, and Ringo are able to move in the indoor/outdoor studio venue, possibly moving across different base stations and cell sectors, while maintaining a good audio quality without noticeable breaks
Case 2: Audience in an indoor/outdoor studio
·  The local audience is able to listen to the live audio content through loudspeakers in a lip-synchronous way
·  Loudspeakers may be also wireless for flexible installation in the venue
[image: ]
Figure 5.1.1-1: On site Live audio presentation network
[bookmark: _Toc19177325]5.1.4	Post-conditions
The on-site live presentation application runs as required without any perceivable (audible) impairments during the whole operation time.
[bookmark: _Toc19177326]5.1.5	Existing features partly or fully covering the use case functionality 
Following features, which are required for covering the use case functionality, are partly or fully covered by the current 5G system specifications:
·  The 5G system shall support the deployment of a live content production network as a non-public network (NPN) providing coverage within the specific event area (up to 1.5x1.5 km2 indoor and outdoor).
·  The 5G system shall support the standalone operation of a live content production network deployed as a non-public network (NPN).
·  The 5G system shall support identifiers to uniquely identify a non-public network.
·  The 5G system shall support data integrity protection and confidentiality methods that serve URLLC and energy constrained devices.
·  The 5G system shall support a suitable framework (e.g., EAP) allowing alternative (e.g., to AKA) authentication methods with non-3GPP identities and credentials to be used for UE network access authentication in non-public networks.
·  The 5G system shall support uplink and downlink seamless service continuity of the audio-streaming service when moving from one cell to another for devices with speeds of up to 50 km/h while maintaining the service performance requirements defined in Table 5.1.6-2.
[bookmark: _Toc19177327]5.1.6	Potential New Requirements needed to support the use case
[PR 5.1.6-001] For live presentation of audio data, the 5G system shall support low latency periodic deterministic communication service. Table 5.1.6-1 provides the set of performance requirements to the 5G system to meet live audio presentation needs in the scenario described in 5.1.1.
Table 5.1.6-2: Performance requirements of low latency periodic deterministic communication service
	Profile
	# of active UEs
	UE Speed
	Service Area
	E2E latency (Note 1)
	Transfer interval (Note 1)
	Packet error ratio (Note 2)
	Data rate UL
	Data rate DL

	Ad hoc
	20
	5 km/h
	300 m x 300 m
	3 ms
	3 ms
	10-4
	200 kbit/s
	-

	
	8
	stationary 
	300 m x 300 m
	3 ms
	3 ms
	10-4
	-
	200 kbit/s

	Campus
	1000
	5 km/h
	2 km x 2 km
	5 ms
	5 ms
	10-4
	200 kbit/s
	-

	Conference
	10
	5 km/h
	100 m x 100 m
	3 ms
	3 ms
	10-4
	1.5 Mbit/s
	-

	
	4
	stationary
	100 m x 100 m
	3 ms
	3 ms
	10-4
	-
	1.5 Mbit/s

	Lecture room
	4
	5 km/h
	10 m x 10 m
	3 ms
	3 ms
	10-4
	50 kbit/s
	-

	
	2
	stationary 
	10 m x 10 m
	3 ms
	3 ms
	10-4
	-
	50 kbit/s

	NOTE 1: Transfer interval refers to periodicity of the packet transfers. It has to be constant during the whole operation and can be defined as being the same as the Tframe of Annex A. The value given in the table is a typical one, however other transfer intervals are possible as long as the end-to-end latency is smaller than ≤ (15 – 2 × Tframe) for 1-way communication and ≤ (15 – 3 × Tframe))/2 for 2-way communication profiles. If there is an interface for synchronizing audio devices and radio interface as described in Section 7, the latency requirement can be relaxed as described in the Annex A.1.
NOTE 2: Packet error ratio is related to a packet size of transfer interval × data rate. Packets that do not conform with the end-to-end latency are also accounted as error.



[bookmark: _Hlk530069293][bookmark: _Toc19177328]5.2	Audio Streaming in Live Performances
[bookmark: _Toc19177329]5.2.1	Description
In a typical live stage event, such as a concert, musical or theatre performance, one or several artists are performing (i.e. acting, dancing, singing or playing music instruments) in front of an interested audience. Backstage, the technical crew (lighting, sound, video), a production team and the security staff support the successful realization of the event.
Producing and capturing of a live event for subsequent use of the cultural and creative content, involve many wireless audio streams. For instance, artists on stage use wireless microphones to capture their voices or instruments’ sound while hearing themselves via a wireless in-ear monitoring system. The technical crew, the production team and the security staff are usually connected to each other via an intercom system. Lighting, video and sound effects are remotely controlled over stage control systems. The term PMSE equipment is used to sum up all wireless audio and video equipment involved in professional AV productions.
Live events take place typically in theatres, concert halls and stadiums. The stage can be located indoors or outdoors. Typical operation has duration known in advance. All PMSE equipment required for the production and capturing of an event is always available at the location of the event. It either belongs to the staging supplier or a rental company has been engaged to deploy it for the event.
Usually, for a live event the PMSE equipment is available on the stage, the wireless communication service is limited to the event area and all audio processing such as audio mixing is done in real time during operation.
[bookmark: _Hlk528583594]Wireless microphones are used for capturing the voice and music signals of the artists within the stage. PMSE content capture sits at the very beginning of the supply and value chains for a wide range of products, such as recordings of live performances or the archiving of culturally significant material. Consequently, content capture is expected to take place at the highest quality possible, with producers and programme makers taking steps to ensure the integrity and robustness of content capture and delivery. For these reasons, the quality and reliability of the radio links are fundamental to PMSE users. For live PMSE productions especially, the commercial pressures on operators are significant as there is no opportunity for recovery. It is not possible to ask for a repetition during a live concert, so the tolerance for QoS is extremely low.
In a typical event, a number between 5 and 300 simultaneously active wireless microphones can be expected. Each wireless microphone signal is streamed to a central audio mixing console. In a typical scenario, each active wireless microphone produces an audio stream of 400 kbit/s for compressed audio and 1.5 Mbit/s for uncompressed audio. Each wireless microphone receives a control signal of maximum 50kbit/s.
Wireless microphones and other wireless PMSE devices are most likely to be used at different professional live performance events, which may have different application set-ups in terms of number of devices and their capabilities. Therefore, before a professional live performance event starts, wireless PMSE devices which need to be used may need to be quickly re-provisioned with new configuration and credential information in order to be able to connect to the wireless non-public network for this particular live performance event. As well, there may be additional wireless PMSE devices that need to be quickly added into the wireless non-public network during a running live performance event. Considering the number of wireless PMSE devices that may be involved in a live performance event, it is desired that those devices can be automatically and quickly provisioned through the network.
[bookmark: _Hlk528583621]As shown in figure 5.2.1-1 below, an audio mixing console creaes the desired audio streams. Many artists rely on receiving a personalized audio mix of the event streamed back to their in-ear monitoring device. In this context, personalized means that each artist is able to receive a different audio mix (i.e unicast downlink transmission) fully adapted to his or her needs and preferences. An in-ear monitoring device receives an audio stream ranging between 200 kbit/s (compressed audio) and 5 Mbit/s (uncompressed audio). The maximum end-to-end latency tolerated by a professional musician between its wireless microphone (analogue audio source) and their in-ear monitoring device (analog wireless sink) is a maximum of 4 ms [2]. The audio mixing console produces further outgoing streams for the Public Address (PA) system and for recording. 
The packet error ratio of the wireless transmission needs to be kept equal to or preferably lower than 10-4 to assure that no audio dropouts or audible interference occur. A packet error ratio above 10-4 would likely leads to a disturbed experience for the audience and damage of the audio content at the very beginning of the production value chain.
[image: Live Stage Performace_mouth-to-ear]
Figure 5.2.1-1: Live content production network
In Table 5.2.1-1, the typical system parameters of the use case under description are listed.
Table 5.2.1-1: Typical system parameters for audio streaming in live performances use case
	
	Characteristic system parameter
	Comment

	Mouth-to-ear latency
	< 4 ms
	End-to-end maximum latency tolerated by a live performer between her analogue audio source (wireless microphone) and her analogue audio sink (in-ear monitoring device). It includes application, application interfacing and the time delay introduced by the wireless transmission path.

	Audio data rate
	100 kbit/s to 5 Mbit/s
	Different user data rates per audio stream need to be supported for different audio demands (e.g. compressed vs. uncompressed audio). 5 Mbit/s is a target maximum desired for studio usage (24 bit @ 192 kHz).

	Control data rate
	≤ 50 kbit/s
	Data rate per control link (UL/DL)

	Packet error ratio
	< 10-4
	The packet error ratio (PER) of the system shall be below 10-4 for a packet size corresponding to 1 ms audio data. Further, a consecutive minimum continuous error-free duration ≥ 100 ms has to be ensured. This is because, to make packet errors inaudible, error concealment is used at application level. Every concealment is capable of handling one specific kind of error distribution. 


	number of audio streams
	5 to 300
	Simultaneous audio links

	Service area
	100 to 10.000 m2
	Event area, indoor and outdoor. Typical heights of indoor stages: 5 m to 10 m

	Synchronicity
	500 ns to 10 µs
	Clock synchronicity is used as KPI of clock synchronisation services.

	User speed
	≤ 50 km/h
	In musical events like "Starlight Express", artists are moving on roller skates with speeds up to 50 km/h

	Security/ Integrity
	The audio application data is encrypted
	In some of the applications



[bookmark: _Toc19177330]5.2.2	Pre-conditions
-	All PMSE equipment required to produce the event is available at the desired location (stage)
[bookmark: _Hlk521664637]-	Sufficient bandwidth to satisfy the requirements of the wireless production streams are available at the event location during the whole operation time. 
-	All wireless microphones and in-ear monitoring devices are provisioned with configuration and credential information for the communication service through the network.
-	All wireless microphones and in-ear monitoring devices on stage are switched on and connected to a central audio mixing console through a NG-RAN.
-	The central audio mixing console acts as an edge computing application server.
-	All active wireless microphones and in-ear monitoring devices are synchronized at the application level to a reference clock with the required accuracy shown in Table 5.2.1-1.
-	An audio mixing console is connected to amplifiers and loudspeakers of a public-address system and, if required, to a recording server.
	The processing of audio data might be time aligned to the access to the 5G RAN
-	An audio mixing console is able to mix all incoming audio streams into the set of outgoing audio streams for the IEMs
[bookmark: _Toc19177331]5.2.3	Service Flows
A typical service flow in an on-site live audio presentation scenario comprises:
·  A number of wireless microphones capturing and processing audio signals from the artists on stage. Each audio signal is sampled and processed into an isochronous audio stream.
·  The isochronous audio streams are transmitted wirelessly to a base station, which is connected to an audio mixing console.
·  An audio mixing console mixes and combines the ingoing isochronous audio streams into a set of outgoing isochronous audio streams (i.e. for in-ear monitoring, for the PA system, for recording).
·  A number of wireless in-ear monitoring devices receiving isochronous audio streams mixed by an audio mixing console.
·  A number of audio streams is reproduced by the PA system or are recorded.
[bookmark: _Toc19177332]5.2.4	Post-conditions
The live event runs as required by the production team without any perceivable (audible) impairments during the whole operation time.
[bookmark: _Toc19177333]5.2.5	Existing features partly or fully covering the use case functionality
Following features, which are required for covering the use case functionality, are partly or fully covered by the current 5G system specifications:
·  The 5G system shall support the deployment of a live content production network as a non-public network (NPN) providing coverage within the specific event area (up to 100 m x 100 m indoor and outdoor).
·  The 5G system shall support the standalone operation of a live content production network deployed as a non-public network (NPN).
·  The 5G system shall support identifiers to uniquely identify a non-public network.
·  The 5G system shall support data integrity protection and confidentiality methods that serve URLLC and energy constrained devices.
·  The 5G system shall support a suitable framework (e.g., EAP) allowing alternative (e.g., to AKA) authentication methods with non-3GPP identities and credentials to be used for UE network access authentication in non-public networks.
·  The 5G system shall support a clock synchronisation service for a communication group of up to 300 devices achieving a synchronicity of less than 1 µs in a service area (indoor and outdoor) of up to 100 m x 100 m.
·  The 5G system shall support suitable APIs to allow MNOs to offer automatic configuration services (for instance, interference management) to non-public networks deployed by 3rd parties and connected to the MNO’s Operations System through standardized interfaces.
[bookmark: _Toc19177334]5.2.6	Potential New Requirements needed to support the use case
[PR 5.2.6-001] For live streaming of audio data, the 5G system shall support low latency, periodic, deterministic communication service. Table 5.2.6-1 provides the set of performance requirements to the 5G system.
Table 5.2.6-1: Performance requirements of low latency periodic deterministic communication service
	[bookmark: _Hlk536766349]Profile
	# of active UEs
	UE Speed
	Service Area
	E2E latency (Note 1)
	Transfer interval (Note 1)
	Packet error ratio(Note 2)
	Data rate UL
	Data rate DL

	Festival
	200
	10 km/h
	500 m x 500 m
	600 µs
	250 µs
	10-4
	500 kbit/s
	-

	
	100
	10 km/h
	500 m x 500 m
	600 µs
	250 µs
	10-4
	-
	1 Mbit/s

	Musical
	30
	50 km/h
	50 m x 50 m
	600 µs
	250 µs
	10-4
	500 kbit/s
	-

	
	20
	50 km/h
	50 m x 50 m
	600 µs
	250 µs
	10-4
	-
	1 Mbit/s

	
	10
	- 
	50 m x 50 m
	600 µs
	250 µs
	10-4
	-
	500 kbit/s

	Semi-professional
	10
	5 km/h
	5 m x 5 m
	600 µs
	250 µs
	10-4
	100 kbit/s
	-

	
	10
	5 km/h
	5 m x 5 m
	600 µs
	250 µs
	10-4
	-
	200 kbit/s

	
	2
	-
	5 m x 5 m 
	600 µs
	250 µs
	10-4
	-
	100 kbit/s

	AV production
	20
	5 km/h
	30 m x 30 m
	600 µs
	250 µs
	10-4
	1.5 Mbit/s
	-

	
	10
	5 km/h
	30 m x 30 m
	600 µs
	250 µs
	10-4
	-
	3 Mbit/s

	Audio Studio
	30
	-
	10 m x 10 m
	600 µs
	250 µs
	10-4
	5 Mbit/s
	-

	
	10
	5 km/h
	10 m x 10 m
	600 µs
	250 µs
	10-4
	-
	1 Mbit/s

	NOTE 1: Transfer interval refers to periodicity of the packet transfers. It has to be constant during the whole operation and can be defined as being the same as the Tframe of Annex A. The value given in the table is a typical one, however other transfer intervals are possible as long as the end-to-end latency is smaller than ≤ (2 – 3 × Tframe)/2. If there is an interface for synchronizing audio devices and radio interface as described in Section 7, the latency requirement can be relaxed as described in the Annex A.1.
NOTE 2: Packet error ratio is related to a packet size of transfer interval × data rate. Packets that do not conform with the end-to-end latency are also accounted as error.


[bookmark: _Hlk530648325][bookmark: _Toc19177335]5.3	Live production with integrated audience services
[bookmark: _Toc19177336]5.3.1	Description
On large live production events, such as music festivals, many people from the audience would benefit if there was an alternative means of distribution of the audio that is being produced on stage. It would be possible to achievea better-quality sound experience by listening to a direct mix coming from the mixing desk, or by the inclusion of 3D sound effects that it would not be possible to provide with loudspeakers over the wide festival area. Additionally, it is common that certain audience positions have poor audio quality due to the geometry of the arena. Problems may arise due to the distances from the loudspeakers to the audience, yielding large propagation delays. If one listener is at a position where he can listen to more than one PA stack simultaneously, it is very likely that the propagation delays will cause a noticeable echo or reverberation effect. This results in a poor-quality experience for the listener. One further problem occurs when the performances are played at more than one stage simultaneously, as is usual in large music festival. In this case, the listener may hear more than one stage simultaneously, which will also degrade the audio quality. That degradation in audio quality may be particularly significant to listeners with hearing impairments.
In order to achieve the benefits of a better audio experience, one possible solution is to provide high quality audio playback over headphones to listeners carrying their own device. Figure 5.3.3-1 shows a diagram of how such a solution would work. In this solution an audio distribution system is connected in the network edge to a 5G-RAN in order to distribute the audio signals from different stages to the audience. The expectation is that each listener may choose one of the available channels which is related to a given stage and listen to the high-quality audio stream, which would be free of undesirable audio propagation effects. When listening to such high-quality audio stream, the listener would be able to move around the event venue, even to locations where the audio quality would otherwise be poor.
This use case has several challenges to be overcome. Firstly, the number of listeners may potentially be very large, such as 50000 connected to the same stream. At the same time, there is also a large number of mobile devices in this type of event, which are actively using data services for e.g. texting, sending videos, and phone calls. This means, that there should be mechanisms for guaranteeing the quality of service for both users using the normal cellular network data and voice services as well as the ones listening to the streams of the audio distribution system. Secondly, the listeners of the audio distribution systems would bring their own mobile devices, which means that they will most likely be served by different MNOs. In order to keep the latency to controllable levels, it is essential that the audio distribution system is at the edge of the network, meaning that the mobile devices will only be benefited from the audio distribution system if they are joined to the same network as the audio distribution system.
[bookmark: _Toc19177337]5.3.2	Pre-conditions
Consider a music event, which may be taking place in a large venue, with several thousands of people, each carrying a smartphone connected to a PLMN. In this event, people may want to get a better audio experience, by listening to the live concert with their own smartphones and headphones. In that manner they would have the full concert experience even in areas which are far from the loudspeakers or between two stages. 
·  An NPN covering all areas of the venue offers an audio distribution service to its subscribers.
·  The audio distribution NPN must allow users to sign up a new subscription or change subscription online to be able to access the NPN, and this process may need to interact with PLMN.
·  The audio distribution NPN must accept connections of users which are authenticated through the audio distribution service.
·  The NPN must operate logically independently from other co-located radio networks (e.g. general PLMNs).
·  Audience owned UEs can connect to the audio distribution service offered by the NPN while still connected to their home (primarily subscribed RAN) PLMN.
·  The audio distribution service is identified through a specialized application (app) installed on the audience owned UEs which communicates to a cloud service and determines the service availability based on the location of the user.
-	Once the audio distribution service is identified on the audience owned UE, it connects to the audio distribution NPN, which authenticates the UE using the information from a cloud service.
-	The audio distribution service can only be used over a specialized application (app) installed on audience owned UEs during and within the venue of the event
[bookmark: _Toc19177338]5.3.3	Service Flows
[image: ]
[bookmark: _Ref528821932]Figure 5.3.3-1: Example scenario for live production with integrated audience services
The service flows are shown for the actors: Paul, Ringo, Yoko, John, George: Individual members of the audience


Case 1: A listener wants to hear better audio quality stream
·  Paul is located at a good position to listen to the band playing on stage 1, but he wants to hear a 3D enhanced version using his mobile phone and high-quality headphones
·  	If Paul doesn’t have the subscription of this NPN, he can quickly sign up this service online and receive the correct credential from the network. 
·  Paul turns on the app, which gets connected to the audio distribution system using the audio distribution NPN
·  Paul gets the list of available channels and chooses to listen to stage 1 with enhanced 3D
·  The app starts playback through Paul’s headphones, which could have not enough acoustic insulation, and Paul listens to both the PA system and its own headphones
·  The time difference between Paul’s headphone sound and the sound coming from the PA system is small, and doesn’t result in noticeable audio artifacts like reverberation or echo effects
Case 2: A listener wants enhanced audio quality because he/she is between two stages
·  At the position Yoko is located, she can listen to both stages 1 and 2, but she really wants to hear stage 2.
·  	If Yoko doesn’t have the subscription of this NPN, he can quickly sign up this service online and receive the correct credential from the network. 
·  Yoko turns on the app, which gets connected to the audio distribution system using the distribution NPN.
·  Yoko gets the list of available channels and chooses to listen to stage 2. 
·  The app starts playback through Yoko’s headphones, which could have not enough acoustic insulation, and Yoko listens to both the PA system and its own headphones.
·  The sound that comes from Yoko’s headphone is loud enough in order to mask the sound coming from the PA system of stage 1 and does not generate artifacts when combined with the sound that comes from the stage 2.
Case 3: A listener wants is located next to one stage, but it wants to listen another stage
·  At the position John is located, he can listen only the stage 2, but he really wants to hear stage 1 where his friend Paul is.
·  	If John doesn’t have the subscription of this NPN, he can quickly sign up this service online and receive the correct credential from the network.
·  John turns on the app, which gets connected to the audio distribution system using the distribution NPN.
·  John gets the list of available channels and chooses to listen to stage 1. 
·  The app starts playback through John’s headphones.
·  The sound that comes from John’s headphone is loud enough in order to mask the sound coming from the PA system of stage 2.
Case 4: A listener wants enhanced audio quality because he/she is far from the stage
·  At the position George is located, he can hear several stages simultaneously, with lots of echo effects generated by multiple PA systems resulting in poor sound quality 
·  	If George doesn’t have the subscription of this NPN, he can quickly sign up this service online and receive the correct credential from the network.
·  George turns on the app, which gets connected to the audio distribution system using the distribution NPN
·  George gets the list of available channels and choose to listen to stage 1
·  The app starts playback through George’s headphones, which could have not enough acoustic insulation, and he listens to both the PA systems and his own headphones
·  The sound that comes from George’s headphones is loud enough in order to mask the sound coming from the PA system of stage 2 and don’t generate audible artefacts when combined with the sound from stage 1
Case 5: A listener wants enhanced audio quality and wants to use other data services
·  At the position Ringo is located, he can hear several stages simultaneously, with lots of echo effects generated by multiple PA systems resulting in poor sound quality 
·  	If Ringo doesn’t have the subscription of this NPN, he can quickly sign up the service online and receive the correct credential from the network. 
·  Ringo turns on the app, which gets connected to the audio distribution system using the distribution NPN
·  Ringo gets the list of available channels and choose to listen to stage 1
-	After a while listening to stage 1, Ringo makes a short video and wants to share the video on his favorite social network
-	The data transfer of the video is handled by his home RAN, while the audio playback keeps active through the audio distribution NPN
[bookmark: _Toc19177339]5.3.4	Post-conditions
The audio distribution application runs as required without any perceivable (audible) impairments during the whole operation time. 
[bookmark: _Toc19177340]5.3.5	Existing features partly or fully covering the use case functionality
TS 22.261 V16.5.0 introduces requirements for flexible multicast/broadcast, but there are missing requirements specifying latency [5]

TS 22.261 clause 6.18 states:
·  The 5G system shall enable users to obtain services from more than one network simultaneously on an on-demand basis.
which covers the requirement described in this use cases as; 
·  The 5G system shall support the UE to connect and receive/transmit data to the NPN and PLMN simultaneously, where the PLMN is responsible voice/data services provision, and the NPN is responsible for audio distribution services.
Furthermore, already existing features include:
·  The 5G system shall enable the NPN of the audio distribution system for authentication and authorization of the new UEs and the connections from the UEs. 
[bookmark: _Toc19177341]5.3.6	Potential New Requirements needed to support the use case
[PR 5.3.6-001] For live production with integrated audience services, the 5G system shall support low latency periodic deterministic communication service. Table 5.3.6-1 provides the set of performance requirements to the 5G system.
Table 5.3.6-1: Performance requirements for low latency deterministic periodic traffic with multicast service.
	Profile
	# of active UEs
	# of UL streams
	# of DL streams
	UE Speed
	Service Area
	E2E latency (Note 1)
	Transfer interval (Note 1)
	Packet error rate (Note 2)
	Data rate UL
	Data rate DL

	Integrated audience services
	50000
	-
	30 multicast streams
	5 km/h
	1.5 km x 1.5 km
	5 ms DL
	5 ms
	0.1%
	-
	200 kbit/s

	NOTE 1: Transfer interval refers to periodicity of the packet transfers. It has to be constant during the whole operation and can be defined as being the same as the Tframe of Annex A. The value given in the table is a typical one, however other transfer intervals are possible as long as the end-to-end latency is smaller than ≤ (15 – 2 × Tframe). If there is an interface for synchronizing audio devices and radio interface as described in Section 7, the latency requirement can be relaxed as described in the Annex A.1.
NOTE 2: Packet error rate is related to a packet size of transfer interval × data rate. Packets that do not conform with the end-to-end latency are also accounted as error.



 
[PR 5.3.6-002] The 3GPP system shall be able to enable a UE to receive low-latency downlink multicast traffic from one network (e.g. NPN), and paging as well as data services from another network (e.g. PLMN) simultaneously.
NOTE: 	Depending on the capabilities and configurations of the UE, limitations of data-rate and latency may be acceptable. 
[PR 5.3.6-003] Based on MNO and NPN policy, the 5G system shall support a mechanism to enable MNO to update the subscription of an authorized UE in order to allow the UE to connect to a desired NPN. This on-demand mechanism should enable means for a user to request on-the-spot network connectivity which is authorized by its MNO.
[bookmark: _Toc19177342]5.4	Intercom system for large live events
[bookmark: _Toc19177343]5.4.1	Description
[bookmark: _Hlk1993968]At a music festival an intercom system is used for two-way voice communications between individuals working in groups such as: security, camera operators, stage personal and other technical crew for organizing, monitoring, receiving instructions and making inquiries. 
Handsets (UE) are organized in logical groups (talk-groups). Every crew member at the music event has a handset which is always listening to at least one dedicated talk-groups, depending upon their role.
[bookmark: _Hlk1993993]Each handset can be part of many talk-groups. The intercom system can accommodate up to 1000 active handsets. A talkgroup management mechanism is required to support the members joining or leaving a group and also changing during the operation. 
In any intercom system, there is always a central control device, the master unit. The master unit is used to organize all connected handsets, assign them to talk-groups, reconfigure handsets in real time and to communicate verbal instructions during production. To talk directly to any group or individual handset the controller uses the master unit. Selecting a tal-kgroup and talking into a microphone enables every member of the talk-group to hear the given instructions or questions. While an intercom system uses typically a one-to-many transmission method, every handset can be instructed to send audio back to the master unit. The talk-group can optionally hear this return message. Communication can also be switched from one-to-many to a one-to-one communication.
The audio quality must be good enough to distinguish human voice with loud background noise. The intercom system is limited in time and space, meaning during the event the service is needed at the venue, but afterwards it can be disabled again and does not need to be available on site when there is no ongoing production.
Today’s intercom systems use dedicated networks. This use case describes how to achieve the benefits of intercom systems using a 3GPP network so that customer service, contribution, and public security networks might usefully be merged into one technology. The challenge is to provide reliable connectivity between many devices that listen and speak to talk-groups, even in very crowded locations.
[bookmark: _Toc19177344]5.4.2	Pre-conditions
-	A 5G non-public network (NPN) covering all areas of the event location offers an intercom system service to its subscribers
-	The 5G NPN operates logically independently from other co-located radio networks at the event location (e.g. PLMN)
-	The master unit works as an application server and is connected to the edge of the 5G NPN.
-	Handsets (5G UEs) automatically discover the intercom system service offered by the 5G NPN and join the talk-groups they wish to be members of, once authenticated.
[bookmark: _Toc19177345]5.4.3	Service Flows
The service flows are shown for the actors: 
· Controller operates the master unit: Alan, who has many colleagues
· Security staff member: Brian
· Camera operator: Charles
· Stage personal: David, Ed

The intercom system operates in a number of modes as demonstrated in the following use cases:

[image: Intercom]Intercom NPN

Figure 5.4.3-1: Case 1: Broadcast mode - Master unit controller (Alan) sends message to everyone
Case 1: Broadcast mode - Master unit controller (Alan) sends message to everyone
· Alan selects broadcast mode
· Alan presses the talk button on the microphone at the master unit
· Alan talks into the microphone
· Audio message is received simultaneously by Brian, Charles and David (and up to 1000 other users)
Case 2: Individual mode - Direct message from master unit controller (Alan) to Charles
· Alan selects individual mode and selects Charles as a recipient
· Alan presses the talk button on the microphone at the master unit
· Alan talks into the microphone
· Audio message is received by Charles only 
· Charles can optionally reply using push-to-talk (PTT)
· Optional PTT message from Charles only received by Alan (not other master unit controllers)
Case 3: Uplink
· Brian sends an audio message to Alan (or other master unit controllers) with PTT or voice activity detection
· Alan selects Brian as a recipient
· Alan press the button on the microphone at the master unit
· Message from Alan received by Brian
· Repeat 1 to 4 for a conversation
Case 4: Downlink message to talk-groups
·  Alan selects a talk-group (a group of users e.g. stage personnel)
·  Alan press the button on the microphone at the master unit
·  Audio message is received simultaneously by David and his stage personnel colleagues
·  Ed (a member of stage personnel) did not understand the message and request a repeat from Alan using PTT on his handset
· Audio message from Ed goes to all members of the stage personnel talk-group
Case 5: Uplink message to talk-groups
·  Ed sends audio message to a talk-group (e.g. security talk-group) with PTT or voice activity detection 
·  Audio message is received simultaneously by David and his stage personnel colleagues including Ed
·  David and Ed may be in close proximity but could not talk to each other directly due to loud noise. As they can see each other’s lips, the ongoing Intercom communication must by lip-synchronous, i.e. mouth-to-ear latency smaller than 20 ms
·  Ed can also hear his own voice through the intercom channel, the communication delay should be small enough not to disturb him while talking
[bookmark: _Toc19177346]5.4.4	Post-conditions
The intercom service offered by the 5G NPN is deactivated after the event (e.g. music festival) is over.
[bookmark: _Toc19177347]5.4.5	Existing features partly or fully covering the use case functionality
TS 22.179 V16.3.0 [6] and TS 22.468 V15.0.0 [7] specifies requirements for group-communication and mission-critical push-to-talk. It covers some aspects of our requirements but only on E-UTRA and allowing a mouth-to-ear latency of 300 ms (KPI 3), whereas the application we are proposing requires 20 ms. 
TS 22.261 V16.5.0 [5] introduces requirements for flexible multicast/broadcast, but again there are no requirements specifying latency.
Some requirements that are covered by existing specifications:
·  The 5G system shall support the establishment of a low-latency group-communication service between the intercom master unit (application server) and the handsets (UEs) within a service area of up to 100.000 m2.
·  The 5G system shall support low-latency group-communication service which makes use of multicast delivery in a designated geographical area (service area of the event up to 1.5 km x 1.5 km).
·  The 5G system shall support mechanism to support members (UEs) joining/leaving a group for communication.
[bookmark: _Toc19177348]5.4.6	Potential New Requirements needed to support the use case
Table 5.4.6-1: Performance requirements for low latency deterministic periodic traffic with multicast service.
	Profile
	# of active UEs
	# of UL streams
	# of DL streams
	UE Speed
	Service Area
	E2E latency (Note 1)
	Transfer interval (Note 1)
	Packet error ratio (Note 2)
	Data rate UL
	Data rate DL

	Intercom system
	1000
	240
	30 multicast streams
	5 km/h
	1.5 km x 1.5 km
	3 ms UL
3 ms DL
	3 ms
	10-3 
	100 kbit/s
	100 kbit/s

	NOTE 1: Transfer interval refers to periodicity of the packet transfers. It has to be constant during the whole operation and can be defined as being the same as the Tframe of Annex A. The value given in the table is a typical one, however other transfer intervals are possible as long as the end-to-end latency is ≤ (15 – 3 × Tframe)/2 which yields a mouth-to-ear latency of 20 ms. If there is an interface for synchronizing audio devices and radio interface as described in Section 7, the latency requirement can be relaxed as described in the Annex A.1.
NOTE 2: Packet error ratio is related to a packet size of transfer interval × data rate. Packets that do not conform with the end-to-end latency are also accounted as error.


 
[PR 5.4.6-001] The 5G system shall support a communication service where an UL stream originating from a UE may be the source of a DL multicast stream, with performance requirements defined in Table 5.4.6-1. 
[bookmark: _Hlk530648400][bookmark: _Toc19177349]5.5	Single- Source uncompressed Outside Broadcast Contribution 
[bookmark: _Toc19177350]5.5.1	Description
When working remotely from a broadcast centre there is a requirement for content producers, journalists and cameras crews to contribute audio, video and other data back to a broadcast centre for inclusion in a TV or radio programme. 
This content of a high quality using professional video cameras and other equipment including large scale Outside Broadcast facilities.
It can be used to either feed live pictures or pre-recorded and edited segments of content. As well as audio and video it may be necessary to send data such as location, script information and still pictures via this link.
Uncompressed video is required because compression of the video or audio signal leads to irrecoverable loss of information that may be required later in the production process and may also introduce unwanted artefacts. Content with a high proportion of movement (e.g. a sport feed) may become blocky and unwatchable. Moreover, compression concatenation (multiple compression in a signal path) can degrade a signal to a point where it becomes un-transmittable. Compression is also likely to add delay in a signal path.
There are regulatory and contractual requirements to deliver video in the uncompressed domain over links wherever possible.
[bookmark: _Hlk177016]Professional production content for video is delivered in a range of formats and bit rates. Standard definition (SD 720x576 pixels - 270 Mbit/s), High definition (HD 1920x1080 pixels -3.2 Gbit/s) and Ultra high definition (3840 x2160 pixels -12 Gbit/s). This should be possible up to a maximum frame rate of 120fps (25fps, 50 fps or 100fps for Europe). Uncompressed video signals could be as much as 24 Gbit/s for 4K UHD @100 fps. For the foreseeable future the realistic maximum is 2160p50 video with a bit rate of 12 Gbit/s. 
IETF RFC 4175 [4] defines the RTP payload for uncompressed video and combined with SMPTE 2110 [8] describes how video should be carried over a fixed network. Work is going on in various bodies to define these standards for wireless networks.
The signal source may be derived from a single camera or a multi-camera outside broadcast facility co-located with the cameras that outputs an uncompressed video feed. For this use case we are concentrating on a single video source. Other use cases will explore using 3GPP for control of multiple cameras or sources without any on site facilities.
It is imperative that audio and video signals remain in sync and do not drift away from each other over time. Accurate time stamping within the transport stream and clocks signals are desirable in order to preserve this relationship. Precision Time Protocol (IEEE 1588-2008 [9]) is used in state-of-the-art Broadcast Centres to provide this timing information in the SMPTE ST2059 profile [10]. To distribute IEEE 1588-2008 timing messages compliant to the ST2059 profile IP multicast support is necessary. 
There should be multiple separate bi-directional audio links to enable the user at the remote site to communicate to the broadcast centre separate to the main audio feed. 
Ideally, there would also be a reverse (lower quality) video feed to allow the operators in the field to see content from the broadcast centre. 
A resilient signal path is desirable with guaranteed bandwidth and QoS.
On occasion it is necessary for some equipment to be controlled remotely from the broadcast centre. 
In order to monitor the effects of the control instructions, this application does require extremely low round trip latency (<10 ms). This is the way to get accurate control of a remote facility. Functions are usually controlled via a standard protocol and functions include focus, zoom and orientation of the camera.
To interface with existing studio equipment signals should be carried in accordance with the SMPTE ST2110 family of standards. Some work is underway within the broadcast industry to explore how these transport formats can be carried over wireless links.
On occasion it may be necessary for the contribution to be mobile such as on a moving vehicle with speeds up to 120 MPH (200 km/h) such as on a train.
Typical users would be:

Table 5.5.1-1: Typical users and their general requirements.
	Actor
	Location
	Requirements

	Contributor
	in front of camera
	audio feed from studio, audio feed to studio, vision from studio (optional)

	OB Engineer
	behind camera
	Local control of camera(s), video feed to studio, audio feed from studio (separate to contributor), video feed from studio (optional) or ‘off air’

	Remote camera operator
	Broadcast centre
	Remote control of camera, monitoring video feed, audio feed from studio

	Engineer
	Broadcast centre
	Receive incoming feed and monitor, routes to TV gallery, audio feed to camera operator and TV Gallery

	Presentation Director
	Broadcast Centre
	Audio and Video feed from contributor, audio feed to contributor, audio feed to camera operator, audio feed to engineer



[bookmark: _Toc19177351]5.5.2	Pre-conditions
Video transport signal carried as an open standard broadcast compliant IP stream.
· Audio transport signal carried as an IP stream.
· Suitable signal processing hardware or facilities to provide a single video feed from multiple sources (OB truck).
· 5G transmission hardware (network interface).
· Signal path to 5G base station or cell.
· Suitable connection to network at the receive point or broadcast centre.
· Ability to uplink content from the broadcast centre to the field as an added benefit.
· Monitoring tools to identify signal path and quality of service.

[bookmark: _Toc19177352]5.5.3	Service Flows

[image: ]
Figure 5.5.3-1: Single source use case.
[image: ]
Figure 5.5.3-2: Multiple camera single source use case
·  Broadcast engineer plugs in camera and audio kit network interface.
·  If multiple cameras are used, then he sets up facilities.
·  Signal is routed to the network interface (camera operator or local engineer).
·  Establish link between network interface and 5G network (camera operator or local engineer).
·  Identify available bandwidth (camera operator and engineer).
·  Send signal to base station (camera operator or local engineer).
·  Route signal to broadcast centre (camera operator or local engineer).
·  Broadcast centre receives and monitors signal (engineer).
·  Broadcast centre sends back communications and control signals including clean feed and talk back (usually audio only) but may have compressed video (engineer).
·  Video signal is routed live to air via production gallery (director).
[bookmark: _Toc19177353]5.5.4	Post-conditions
Final production programme output to go to air either via 5G network or other directly connected hand-off.
[bookmark: _Toc19177354]5.5.5	Existing features partly or fully covering the use case functionality
The 5G system shall support the provision of elemental flows of synchronous video, audio and data feeds in a transparent way.
The 5G system shall support application layer protocols for discovery, registration, connection management, network control and security compatible with current broadcast best practice.
The 5G system shall be able to transport IPv4 and IPv6 multicast traffic.
The 5G system shall be able to transport media RTP based streams of media.
The 5G system shall be able to transport IP-Packets with an maximum transmission unit (MTU) of 1500 bytes.

[bookmark: _Toc19177355]5.5.6	Potential New Requirements needed to support the use case
Table 5.5.6-1: Potential new requirements.
	Use Case
	mobility
	Uni or bi directional
	Downlink data rate
	Uplink data rate
	Packet size (bytes)
	link latency
(Note 2,3)
	Total delay (inc. application)
	Reliability
(Note 1)
	# of active UE
	Service area

	[PR 5.5.6-001]
Uncompressed UHD video
	stationary
	bi
	20 Mbit/s
	12 Gbit/s
	1500
	400 ms
	< 800 ms
	QEF
	1

	1 km2

	[PR 5.5.6-002]
Uncompressed HD video
	stationary
	bi
	20 Mbit/s
	3.2 Gbit/s
	1500
	400 ms
	< 800 ms
	QEF
	1
	1 km2

	

	NOTE 1: The 5G system shall be able to deliver Quasi Error Free (QEF) services, meaning less than one uncorrected error event per hour at the input of the video decoder. One or more retransmissions of network layer packets may take place in order to satisfy the reliability requirement.
NOTE 2: This is the maximum end-to-end latency allowed for the 5G system to deliver the service in the case the end-to-end latency is completely allocated to the 5G system from the UE to the Interface to Data Network.
NOTE 3: Latency is less important than QEF, longer latency can be accepted to avoid errors (e.g. existing satellite delays can be up to 5 seconds).





 [PR 5.5.6-003]: The 5G system shall be able to distribute high-precision timing information as per the Precision Time Protocol (IEEE 1588-2008) [9] in SMPTE ST2059 profile [10]. To enable the synchronous timing of broadcast devices over the network and to provide data to enable the use of a UE media clock 


[PR 5.5.6-004]: The 5G system shall have the ability to support open standard based broadcast workflows.


[bookmark: _Toc19177356]5.6	Single- source compressed Outside Broadcast Contribution
[bookmark: _Toc19177357]5.6.1	Description
When working remotely from a broadcasting centre there is a requirement for producers, journalists and cameras crews to contribute audio, video and other data back to a broadcast centre for inclusion in a TV programme. 
This is of a high quality using professional video cameras and other equipment. In some instances, this may use mobile phone technologies.
It may be a single live stream of content that is intended to go straight to air in a news programme. Or a longer OB such as a live sporting event
In this use case compressed video may be used as it will go straight into a programme with little or no further signal processing. Speed is more important that quality in this use case.
There is also a use case for contribution and delivery of close to air or live content where uncompressed links are unavailable.
Ability to use 5G connectivity as a contribution feed of video, audio and ancillary data to a TV studio (e.g. news). We should be able to select content at standard definition (SD) (270 Mbit/s), High definition (HD 1920x1080 pixels (3 Gbit/s)) or UHD up to 24 Gbit/s. This should be possible up to a maximum frame rate of 120fps (25fps, 50 fps or 100fps for Europe). Various forms of compression may be used in order to provide a balance between quality, speed and available bandwidth. It should be noted that compression is usually on the video side and audio and data usually remain uncompressed.
To identify different bandwidth requirements, it may be helpful to look at different tiers of production and their compression and latency requirements.
Table 5.6.1-1: Compression tiers
	Tier
	Type of use
	Bandwidth for UHD @50 FPS
	Bandwidth for HD (1080i50)
	Link latency
	description

	Mezzanine compression
	Studio and high end production
	3 Gbit/s
	1 Gbit/s
	< 6 ms
	Low complexity minimum compression for use in studio environments alongside existing studio resources or for contribution where uncompressed links are unavailable

	Tier One
	High profile sports or music events
	500 Mbit/s
	200 Mbit/s
	< 6 ms
	compression used in live environment with no onward processing. Could be used for contribution 

	Tier 2
	Wide area sports events, general production
	100 Mbit/s
	80 Mb/s
	< 6 ms
	Used when bandwidth is not available often mixed with wired sources, no onward processing

	Tier 3
	news
	> 20 Mbit/s
	10 Mbit/s
	20 ms
	Single camera contribution from a camera or smart phone

	Reverse video/proxy
	Monitoring and non-broadcast
	10 Mbit/s
	< 10 Mbit/s
	< 6 ms
	Return video feed or lower quality feed for monitoring purposes



The signal source will be derived from a single camera that gives out an uncompressed video feed this is then likely to be compressed before transmission via a 5G link. Different forms of compression may be required for different applications with low latency lightweight compression (e.g. VC2) used where quality needs to be maintained and increased compression used where (e.g. H264/5) used where bandwidth is extremely limited, and speed of contribution is required. For this use case we are concentrating on a single video source. Other use cases will explore using 5G for control of multiple cameras or sources without any on site facilities without compression.
There should be separate bi-directional audio links to enable the user at the remote site to communicate to the broadcast centre separate to the main video and audio feed. 
On occasion it is necessary for the camera operation to be controlled remotely from the broadcast centre. This application may not require full quality uncompressed video for monitoring but does require extremely low round trip latency (<10 ms) in order to get accurate control of a remote camera. Functions are usually controlled via a standard protocol and functions include focus, zoom and orientation of the camera.
On occasion it may be necessary for the contribution to be mobile such as on a moving vehicle with speeds up to 120 MPH (200 km/h) such as on a train.
The limitations of current mobile or cellular bonded technologies means that the most common current user for this type of technology is within news where a single camera is used to contribute content back to a control room and from there into a production gallery for inclusion into a news programme. 
As this user case concentrates on contribution quality is more important than latency. Whilst it is desirable for latency to approach <10ms higher figures up to around 2 seconds are acceptable.
5G connectivity could be provided by PLMN(s) or a combination of PLMN(s) and NPN(s)
If the area of an event is large, some parts of this area will be covered only by PLMN(s), while some parts also by NPN(s).
During the event mobile cameras may have to follow participants, which means that they could move from an area with only PLMN(s) coverage to the areas with both PLMN(s) coverage and NPN(s) coverage and back. 
Cameras have physical capability to connect to both PLMN(s) and NPN(s) at the same time due to multiple RFs and subscriptions.
[bookmark: _Toc19177358]5.6.2	Pre-conditions
-	Uncompressed video signal.
-	Software or hardware-based compression tools to provide compressed video feed. 
-	Video transport signal carried as an open standard broadcast compliant IP stream.
-	Audio transport signal carried as an IP stream.
-	Suitable signal processing hardware or Facilities to provide a single video feed from multiple sources (OB truck).
-	5G transmission hardware (network interface).
-	One or several 5G PLMN(s) and one or several 5G NPN(s).
-	Video cameras are equipped with multi-RF UEs subscribed to 5G PLMN(s) and 5G NPN(s) and capable of connecting to more than one 5G PLMN or NPN at a time.
-	Signal path to 5G base station or cell.
-	Suitable connection to network at the receive point or broadcast centre.
-	Ability to uplink content from the broadcast centre to the field an added benefit.
-	Monitoring tools to identify signal path and quality of service.
[bookmark: _Toc19177359]5.6.3	Service Flows
-	Journalist turns on local UE.
-	Signal is routed to the network interface (journalist).
-	Establish link between network interface and 5G network (journalist).
-	Identify available bandwidth (cam engineer).
-	Configure signal processing to optimise against available bandwidth (engineer).
-	Send signal to base station (journalist).
-	Route signal to broadcast centre (automated).
-	Broadcast centre receives and monitors signal (engineer).
-	Broadcast centre sends back communications including clean feed and talk back (usually audio only) but may have compressed video (engineer).
-	Video signal is routed live to air via production gallery (director).
-	Mobile cameras are following some parts of the event transmitting uplink video streams using one or multiple connections to PLMN(s) and NPN(s) using UEs with multiple RFs and subscriptions. 
-	While moving, UEs of these cameras do handover between cells of PLMN(s) and NPN(s) and adaptively redistribute uplink traffic among multiple uplink streams.
-	During uplink video stream transmission there may be a need for a downlink control signal or reverse video
[bookmark: _Toc19177360]5.6.4	Post-conditions
Final production programme output to go to air either via 5G network or other directly connected hand-off.
Using multiple links to PLMN(s) and NPN(s) increases video quality and time duration during which uplink video stream could be transmitted with required QoS in case of mobile cameras.
[bookmark: _Toc19177361]5.6.5	Existing features partly or fully covering the use case functionality
The 5G system shall support the provision of elemental flows of synchronous video, audio and data
feeds in a transparent way.
 
The 5G system shall support application layer protocols for discovery, registration, connection management, network control and security compatible with current broadcast best practice.
The 5G system shall be able to transport IPv4 and IPv6 multicast traffic.
The 5G system shall be able to transport media RTP based streams of media.
The 5G system shall be able to transport IP-Packets with an MTU of 1500 bytes.
The 5G system shall support the deployment of a live content production network as an NPN providing coverage within the specific event area.
The 5G system shall support the standalone operation of a live content production network deployed as an NPN.
The 5G system shall support identifiers to uniquely identify an NPN.

[bookmark: _Toc19177362]5.6.6	Potential New Requirements needed to support the use case
Video link bandwidth shall support compressed video up to UHD 4K at 50 fps as per table below.

Table 5.6.6-1: Potential new requirements.
	Use Case
	mobility
	Uni or bi directional
	Downlink data rate per UE
	Uplink data rate per UE
	link latency
(note 2,3)
	Packet size (bytes)
	Total delay inc. application
	Reliability
(note 1)
	# active of UE
	Service area

	[PR 5.6.6-001]
Mezzanine compression UHD video
	stationary
	bi
	20 Mbit/s
	3 Gbit/s
	< 1sec

	1500
	< 1.5 sec
	QEF 
	< 5

	1000 m2

	[PR 5.6.6-002]
Mezzanine compression HD video
	stationary
	bi
	20 Mbit/s
	1 Gbit/s
	< 1sec

	1500
	< 1.5 sec
	QEF 
	< 5
	1000 m2

	[PR 5.6.6-003]
Tier one events UHD
	stationary
	bi
	20 Mbit/s
	500 Mbit/s
	 < 1 sec

	1500
	< 1.5 sec
	QEF 
	< 5
	1000 m2

	[PR 5.6.6-004]
Tier one events HD
	stationary 
	bi
	20 Mbit/s
	200 Mbit/s
	< 1sec

	1500
	< 1.5 sec
	QEF 
	< 5
	1000 m2

	[PR 5.6.6-005]
Tier two events UHD
	slow (< 7km/h)
	bi
	20 Mbit/s
	100 Mbit/s
	 < 1 sec

	1500
	< 1.5 sec 
	QEF 
	< 5
	1000 m2

	[PR 5.6.6-006]
Tier two events HD
	slow (< 7km/h)
	bi
	20 Mbit/s
	80 Mbit/s
	< 1 sec

	1500
	< 1.5 sec 
	QEF 
	< 5
	1000 m2

	[PR 5.6.6-007]
Tier three events UHD (note 6)
	slow to high (<7km/h to <200 km/h)
	bi
	10 Mbit/s
	< 20 Mbit/s
	< 1 sec

	1500
	< 1.5 sec
	QEF 
	< 10
	1000 m2

	[PR 5.6.6-008]
Tier three events HD (note 6)
	slow to high (<7 km/h to <200 km/h)
	bi
	10 Mbit/s
	10 Mbit/s
	< 1sec

	1500
	< 1.5 sec
	QEF 
	< 10
	1000 m2

	NOTE 1: The 5G system shall be able to deliver Quasi Error Free (QEF) services, meaning less than one uncorrected error event per hour at the input of the video decoder. One or more retransmissions of network layer packets may take place in order to satisfy the reliability requirement.
NOTE 2: This is the maximum end-to-end latency allowed for the 5G system to deliver the service in the case the end-to-end latency is completely allocated to the 5G system from the UE to the Interface to Data Network.
NOTE 3: Latency is less important than QEF, longer latency can be accepted to avoid errors (e.g. existing satellite delays can be up to 5 seconds).




 [PR 5.6.6-009]: The 5G system shall be able to distribute high-precision timing information as per the Precision Time Protocol (IEEE 1588-2008) [9] in SMPTE ST2059 profile [10]. To enable the synchronous timing of broadcast devices over the network and to provide data to enable the use of a UE media clock.

[PR 5.6.6-010]: The 5G system shall have the ability to support open standard based broadcast workflows.
 [PR 5.6.6-011]: The 5G system shall support seamless uplink and downlink service continuity as described in Table 5.6.6-1 while switching between co-located PLMN and NPN (e.g., due to mobility).
[PR 5.6.6-012]: The 5G system shall support seamless service continuity as described in Table 5.6.6-1: for an uplink stream while performing traffic steering, switching, and splitting among co-located PLMN(s) and NPN(s); for downlink while switching between co-located PLMN and NPN.

[bookmark: _Hlk530648600][bookmark: _Toc19177363]5.7	Professional TV Production Contributions from an Off-Site, Remotely-Produced, Multi-Camera Outside Broadcast 
[bookmark: _Toc19177364]5.7.1	Description
The director of a live sports programme needs to broadcast the events unfolding at a sports arena in a remote location. He does not have the budget to send many people or lots of equipment. He can only send three cameras with operators and two presenters. The director remains in a different location and will produce the programme live from his Production Gallery. The Production Gallery has connectivity to a 5G network, either via radio or a direct connection to a 5G network.
The director needs to receive ultra-reliable, low latency, uncompressed, synchronous and coherent audio and video programme feeds from the remote arena.
The director needs to have ultra-reliable connectivity as his company will potentially have millions of viewers, both the broadcaster and the consumers could have paid a premium for the rights to transmit and receive the content.
Low latency is required to facilitate intelligible and rapid communications and immediate responses in terms of verbal replies as well as reacting to instructions.
The director needs to make remote camera adjustments in as close to real time as possible.
Any latency needs to be constant and predictable and should remain so over the period of production which could be hours or even days.
The director needs to be able to cut between two or more different cameras covering the same action without an obvious difference in timing.
He needs to be able to mix between audio sources without differences in timing causing audio disturbance.
The director also needs to be able to establish voice communication with each of the camera operators and presenters individually. He may decide to communicate with the group using Production Gallery controls.
The camera operators and presenters also need to be able to communicate with one another locally either individually or in small groups.
The three camera operators each need to be able to see and hear a preview programme feed to line up shots with graphics overlays.
The presenters also need to be able to see and hear a return programme feed from the Production Gallery.
The director also needs the ability to control the on-site equipment from the Production Gallery remotely and receive confirmation messages back, all with low latency.
This use case is likely to use compressed video in as high a quality and at as low latency as possible. Current thinking envisages the availability of two streams of video per camera, one a lower quality proxy and one in as higher quality as possible.
The low-quality feed is sent back to the broadcast centre to allow for monitoring and mixing with other sources while the higher quality is held at site. When a decision to cut or mix between cameras is made at the broadcast centre the high-quality feed of the selected camera is sent form the location to be broadcast.

[image: image2018-10-8_11-36-55]
Figure 5.7.1-1: 	An example of a multi-camera outside broadcast where contributions are independently fed back to a remote production gallery complete with return communications.

[bookmark: _Toc19177365]5.7.2	Pre-conditions
· The Production Gallery is fully set up and capable of producing a programme of this type.
· There is connectivity to an existing public 5G network at the sports arena.
· There is either 5G or other internet access at the Production Gallery.
· The cameras and other production equipment are connected to a 5G network.
· The public 5G network will likely be concurrently used by multiple media production users.
· The public 5G network can be expected to be under heavy utilisation at times when media coverage is required.
[bookmark: _Toc19177366]5.7.3	Service Flows
-	The director deploys content-gathering crews to the area of interest with 5G coverage and appropriate equipment.
-	The camera operators each configure their production equipment with the connection details (destination addresses) of the Production Gallery.
-	The director in the Production Gallery receives all content streams and makes any necessary fixed timing adjustments.
-	The director in the Production Gallery influences the received content through voice and control communications and is in constant interaction with the camera operators and the presenter/journalists.
-	The director will also adjust on-site equipment via remote control interfaces.
-	In the Production Gallery, the director creates the programme for transmission in real time.
[bookmark: _Toc19177367]5.7.4	Post-conditions
Final production programme output to go to air either via 5G network or other directly connected hand-off.
[bookmark: _Toc19177368]5.7.5	Existing features partly or fully covering the use case functionality
The 5G system shall support the provision of elemental flows of synchronous video, audio and data feeds in a transparent way.
The 5G system shall support application layer protocols for discovery, registration, connection management, network control and security compatible with current broadcast best practice.
The 5G system shall allow for handover between multiple cells with minimal disruption on the same network.
3GPP TR 22.827 V2.0.0 (2019-09)
2
Release 17


3GPP
[bookmark: _Toc19177369]5.7.6	Potential new requirements needed to support the use case
Video link bandwidth shall support compressed video up to UHD 4K at 50 fps as per table below.
Table 5.7.6-1: Potential new requirements.
	Use Case
	mobility
	Uni or bi directional
	Downlink data rate per UE
	Uplink data rate per UE
	Link latency
(note 2,3)
	Max packet size
	Total delay (inc. application)
	Reliability
(Note 1)
	# of active UE
	Service area

	[PR 5.7.6-001]
Remote OB
	stationary or slow < 7 km/h
	bi
	20 Mbit/s
	200 Mbit/s
	6 ms
	1500 bytes
	< 20 ms
	QEF 

	< 5

	1000 m2

	NOTE 1: The 5G system shall be able to deliver Quasi Error Free (QEF) services, meaning less than one uncorrected error event per hour at the input of the video decoder. One or more retransmissions of network layer packets may take place in order to satisfy the reliability requirement.
NOTE 2: This is the maximum end-to-end latency allowed for the 5G system to deliver the service in the case the end-to-end latency is completely allocated to the 5G system from the UE to the Interface to Data Network.
NOTE 3: Latency is less important than QEF, longer latency can be accepted to avoid errors.




[PR 5.7.6-002]: All professional TV production connectivity will require latency to be synchronized to within 5 to 20 ms to allow cuts within a frame boundary. This shall be fixed, constant and predictable to allow for a fixed correction buffer.
[PR 5.7.6-003]: The 3GPP system shall allow service continuity between multiple cells with minimal disruption on different networks that the user has access to.
[PR 5.7.6-004]: The 5G system shall be able to distribute high-precision timing information as per the Precision Time Protocol (IEEE 1588-2008) [9] in SMPTE ST2059 profile [10] . This is to enable the synchronous timing of broadcast devices over the network and to provide data to enable the use of a UE media clock.
[PR 5.7.6-005]: The 5G system shall have the ability to support open standard based broadcast workflows.
[bookmark: _Toc19177370]5.8	Simple Live Sports Commentary
[bookmark: _Toc19177371]5.8.1	Description
Location based reporter makes live audio contribution to programming by connecting to broadcast centre facilities. Typically, this would be for a sports event commentary or a news report..
Potentially, contributions will have a long, uninterrupted duration (e.g. pre-match scene setting, 1st half, half time, 2nd half, post-match analysis during a football match or full period of play during a cricket match of up to three hours).
There may be an element of interaction with broadcast staff located at the broadcast centre facility.
The (OB) venue is known, and will have dedicated, fixed points for connectivity.
There will be redundancy (such as multi-path resilience) in the provision of static connectivity.
The Reporter will have transported and set up all user equipment needed for their task.
There will likely be no additional technical assistance on-site. 
On-site (e.g. sports ground) actors and system components are depicted in Fig. 5.8.1-1 and Fig. 5.8.1-2.

[image: ]
5.8.1-1: On-site actors and equipment
[image: ]
5.8.1-2: On-site and Base Studio components
The use case features the following actors:
·  Reporter:	on-site providing audio contribution into live programmes
·  Broadcast Staff:	based at broadcast centre, communicating with on-site (OB) reporters
·  Technical Assistance: broadcast staff able to assist reporters in the configuration of user equipment and static connectivity in the event of issues

Special challenges to the 5G system associated with this use case include the following aspects:
·  Very stringent requirements on connectivity service availability, packet error ratio and end-to-end latency throughout the whole operation time.
·  Ease of use of equipment and services is vital – the (reporter) staff operating in the field are specialists in a particular field of knowledge (e.g. Football) and not of technology
·  Portability of equipment needed is paramount. Much of this work is carried out by single reporters, each responsible for their own workflow.
·  The ability to guarantee 5G access in a heavily contended area (such as a football stadium) for the duration of the call is key to the successful adoption of the technology

It should be noted the current method of audio contribution (ISDN) is both cheap and reliable; it also has been available in a standard form pretty much globally, using standard codecs and signalling. It is familiar to the users and large amounts of capital have been invested in the necessary hardware.
Table 5.8.1-1 – Use case performance tolerances
	
	Tolerance
	Comments

	End-to-end latency
	< 10 ms
	Latency that is introduced per hop of the wireless communication system excluding application and application interfaces.

	User experienced data rate
	128 kbit/s – 512 kbit/s (per link)
	
Broadcast quality mono speech Enhanced Voice Services (currently G.722)


	Communication service availability.
	99,999%
	



	# of audio links
	4
	National Network Radio, ‘Home’ Local Radio; ‘Away’ Local Radio; Tunnel/Pitch-Side reporting.

	Range
	Rear of stadium to rear of stadium at centre line of pitch.
	Distance from the camera to the base station

	Service area
	Sports stadium (stands and pitch)
	Indoor or outdoor venues

	Mobility
	Brisk Walk – Slow Run
	While most commentary is carried out from static positions, there are situations (i.e. pitch-side reporting) where the reporter may have to be able to change locations.

	Security
	Secured data transmission is required.
	



[bookmark: _Toc19177372]5.8.2	Pre-conditions
[bookmark: _Hlk1983126]-	5G base station present, in range and standing by at venue. 
-	5G base station status shall be capable of being checked remotely, prior to its use.
-	Access to 5G solution (and associated authentication routines) to be transparent to the reporter.
[bookmark: _Toc19177373]5.8.3	Service Flows
-	Reporter sets up portable equipment at static commentary position.
-	Reporter connects to base studio (by initiating the static connectivity call).
-	Static connection call is answered by broadcast staff
-	Reporter conducts test of two-way audio with base studio (audio contribution, talkback, clean feed and cue)
-	Reporter makes live (or as-live) contribution to programme(s)
-	Reporter disconnects from base studio (ending the call)
-	Reporter de-rigs portable equipment and leaves static commentary position.

If the call drops during the transmission period, broadcast staff will re-establish the call. If parameters of the call need to be changed to optimize performance, this will also be done remotely, from the base studio.
[bookmark: _Toc19177374]5.8.4	Post-conditions
Bi-directional high quality, low latency audio to be passed between on-site (sports ground) and base studio.
[bookmark: _Toc19177375]5.8.5	Existing features partly or fully covering the use case functionality
The 5G system shall support constant bandwidth and not be subject to the adverse effects of contention.
The 5G system shall support data integrity and confidentiality protection. 
The 5G system shall support < 10 ms end to end latency for the audio link.
The 5G system shall support communication service availability exceeding 99,999%.
The 5G system shall support up to 4 audio links of up to 128 kbit/s.
The 5G system shall support private network deployments (physical and virtual) within the service area.
The 5G system shall support interworking with legacy portable devices supporting Ethernet.
[bookmark: _Toc19177376]5.8.6	Potential New Requirements needed to support the use case
[PR 5.8.6-001] The 5G system shall support hot-plugging in the sense that new devices may be dynamically added to and removed from a live performance application, without any observable impact on the other devices and communication streams.
[PR 5.8.6-002] The 5G system shall support UE speeds of up to 5 km/h and UE rotations of 0.52 rad/s, even for communication services with high data rate, low latency and high communication service availability.
[PR 5.8.6-003] The 5G system shall support industry standards for precision clock synchronisation (e.g. PTP IEEE 1588 version 2 [9]) for IP based AV systems in a way that the requirements outlined in requirement [PR 5.8.6-001] can be met.
[PR 5.8.6-004] The 5G system shall support power management functionality to enable multimedia streaming for several hours on a battery or hot swappable batteries. (Typical broadcast cameras have swappable 10-50 Wh battery units).
[bookmark: _Hlk530648851][bookmark: _Hlk530648653][bookmark: _Toc19177377]5.9	Video streaming of live events using an airborne relay 
[bookmark: _Toc19177378]5.9.1	Description
Producing and capturing a live event, i.e. for further exploitation of the cultural and creative content, involve many wireless links. For instance, artists on stage use wireless microphones to capture their voices or instruments’ sound while hearing themselves via a wireless in-ear monitoring system. Cameramen operate their wireless cameras capturing the performance. The technical crew, the production team and the security staff are usually connected to each other via an intercom system. Lighting, video and sound effects are remotely controlled over stage control systems. The term PMSE equipment is used to sum up all wireless audio and video equipment involved in professional AV productions.
Live outside events like cycling races, marathons and triathlons, typically take place over large distances like hundreds of square kilometres. For covering these large distances, an airborne relay is used. A pressurized aircraft circling at 6000 m receiving and transmitting all information between all involved UE’s. Typical operation has a defined and in advanced known duration. All PMSE equipment required for the production and capturing of an event is always available along the track of the event. It either belongs to the broadcaster or a rental company has been engaged to deploy the network for the event.
Wireless cameras are used for capturing the picture, voice and data signals of the competitors along the track. PMSE content capturing sits at the very beginning of the supply and value chains for a wide range of products, such as recordings of live performances or the archiving of culturally significant material. Consequently, content capture is expected to be provided at the highest quality possible, with producers and program makers taking steps to ensure the quality and robustness of content capture and delivery. For these reasons, quality and reliability of the radio link are fundamental to PMSE users. For live PMSE productions especially, the commercial pressures on users are significant as there is no opportunity for recovery. It is not possible to re-run a race and so the tolerance for degradation of the QoS is extremely low. Often contractual obligations between the producer and the broadcaster specify a minimum amount of dropout or freezing of pictures.
In a typical outside broadcast live event using an airborne relay, a number between 5 and 10 simultaneously active wireless cameras can be expected. Each wireless camera signal is streamed via an airborne relay to the central video mixing console. Each active wireless camera can produce a video stream of up to 100 Mbit/s (4K@100fps) and receives a return video signal of maximum 12 Mbit/s (1080i@50fps).
The video mixing console performs the mixing and combining of the different video streams. Many cameramen rely on receiving a personalized video mix of the event streamed back to his camera viewfinder, this being a lower quality compressed feed. In this context, personalized means that each cameraman can receive a different video mix (i.e. point to point downlink transmission) fully adapted to his or her needs and preferences. Sometimes a group of cameramen in the production may want to receive the same video-mix. For this latter case, a point to multipoint downlink transmission could be used. The maximum network latency tolerated by a professional cameraman between his wireless camera and the return video picture in his viewfinder coming via the mixing console is a maximum of 40 ms The maximum round trip time for the network (airborne Core and RAN) is set to 6 ms The backhaul IP-link between the airborne relay and the base-station takes 4 ms which leaves 30 ms. for the codec and the mixing console. The video mixing console produces further outgoing high-quality streams for playout and recording.

[image: ]Ground station

Figure 5.9.1-1: Live content production network for a large area event
With the aircraft at 6 km altitude we expect to cover an area with a diameter of 30 km. If all the motorbikes and the camera helicopter are within these 30 km’s they can be covered by the up and the downlink of a 5G small cell based on the aircraft. The receive site can also receive the up and downlink of the small cell if within range. If the aircraft is 200 km. from the receive site, it will not be able to receive the 5G on-board network due to the antenna pattern necessarily pointing downwards. For that reason, a separate IP link between the aircraft and the receive site is specified, in this case on 2035 MHz. This gives the opportunity to have the 5G network core in the OB- van, studio or cloud and put only the NG-RAN in the aircraft. This is for the scenario where it is necessary to cover a long-distance cycling event. In order to cover a marathon it will be possible to connect directly to the 5G on-board network from the receive site.
[bookmark: _Toc19177379]5.9.2	Pre-conditions
-	All PMSE equipment required to produce the event is available at the desired locations (event).
-	Sufficient bandwidth to satisfy the requirements of the wireless production links is available at the event locations during the whole operation time. 
-	All wireless cameras are switched on and connected to a central video mixing console through 5G.
-	The central video mixing console may be an edge computing application server.
-	All active wireless cameras are synchronized at the application level within 1µs accuracy.
-	The central video mixing console is connected to the playout system and, if required, to a recording server.

[bookmark: _Toc19177380]5.9.3	Service Flows
-	Setting up a temporary Broadcast IP infrastructure using a 5G high altitude, long range non-public network that provides:
· Long range coverage up to 200 km (airborne relay @ 6000 m to receive site) at speeds up to 500 km/h.
· Wide coverage area 130 square km. (motorbike to airborne relay @ 6000 m).
· Low latency with a round trip time of 6 ms.
· Quasi Error Free operation for relaying simultaneously six 4K (compressed video) cameras including communication, etc.
-	Multiple cameras connect via this high-altitude non-public 5G network to the studio or outside broadcast van.
-	Additional data is sent via this high-altitude non-public 5G network between the remote location and the studio or outside broadcast van for communication, camera control, GPS data, AR sensor data, and return video.
-	The link between this airborne relay and the receive site is either provided directly by the 5G system or by a separate IP point to point link managed by automatic tracking antennas on the aircraft and at the receive site.
[bookmark: _Toc19177381]5.9.4	Post-conditions
 
All equipment is de-registered and shut down pending next event.
[bookmark: _Toc19177382]5.9.5	Existing features partly or fully covering the use case functionality
The 5G system shall support the deployment of a live content production network as a non-public network (NPN), both physically or virtually, providing coverage within the specific event area (up to 180 square km).
The 5G system shall support the operation of a live content production network deployed as a non-public standalone network (NPN).
The 5G system shall support identifiers to uniquely identify a non-public network.
The 5G system shall support data integrity protection and confidentiality methods that serve URLLC and energy constrained devices.
The 5G system shall support a suitable framework (e.g., EAP) allowing alternative (e.g., to AKA) authentication methods with non-3GPP identities and credentials to be used for UE network access authentication in non-public networks.
The 5G system shall be able to support seamless intra-cell and inter-cell service continuity in combination with all the above-mentioned latencies, speeds and bitrates.
The 5G system shall support suitable APIs to allow MNOs to offer automatic configuration services (for instance, interference management) to non-public networks deployed by 3rd parties and connected to the MNO’s Operations System through standardized interfaces.

[bookmark: _Toc19177383]5.9.6	Potential New Requirements needed to support the use case
Table 5.9.6-1: Potential new requirements.
	Use Case
	Mobility
	Uni or bi directional
	Downlink data rate per UE
	Uplink data rate per UE
	Max Packet size
	Link latency
(Note 2,3)
	Total delay (inc. application)
	Reliability
(Note 1)
	# of active UE
	Service area
(Note 4)

	[PR 5.9.6-001]
NPN ground to air UHD up Link
	up to 500 km/h
	bi
	20 Mbit/s
	100 Mbit/s
	1500 bytes
	3 ms 

	< 40 ms
	QEF 

	5-10
	700 km2 x 6000 m


	[PR 5.9.6-002]
NPN ground to air HD up link
	up to 500 km/h
	bi
	20 Mbit/s
	80 Mbit/s
	1500
bytes
	3 ms 

	< 40 ms
	QEF 

	5-10
	700 km2 x 6000 m


	[PR 5.9.6-003]
NPN air to ground
UHD down Link
	up to 500 km/h
	bi
	100 Mbit/s
	20Mbit/s
	1500 bytes
	3 ms 

	< 40 ms
	QEF 

	2
	700 km2 x 6000 m


	[PR 5.9.6-004]
NPN air to ground  HD down link
	up to 500 km/h
	bi
	80 Mbit/s
	20 Mbit/s
	1500
bytes
	3 ms 

	< 40 ms
	QEF 

	2
	700 km2 x 6000 m


	NOTE 1: The 5G system shall be able to deliver Quasi Error Free (QEF) services, meaning less than one uncorrected error event per hour at the input of the video decoder. One or more retransmissions of network layer packets may take place in order to satisfy the reliability requirement.
NOTE 2: This is the maximum end-to-end latency allowed for the 5G system to deliver the service in the case the end-to-end latency is completely allocated to the 5G system from the UE to the Interface to Data Network.
NOTE 3: Latency is less important than QEF, longer latency can be accepted to avoid errors. 
NOTE 4: 6000 m = height but in a cone formation (i.e. ground coverage with a circle of diameter 30 km).




[PR 5.9.6-005]: The 5G system shall support a PTP clock synchronicity service for a communication group of up to 10 devices in 180 km2 being the event area.
[PR 5.9.6-006]: The 5G system shall support UE speeds of up to 500 km/h.
[PR 5.9.6.007]: The 5G system shall support downlink up to 200 km from the airborne relay @ 6000 m to the receive site for URLLC communication services independent of whether a UE provisioned IP backhaul link between the airborne relay and the ground-station is deployed.
[PR 5.9.6-008]: The 5G system shall be able to do an ultra-quick reconnect and authentication (20 ms) after a 	UE network connection loss due to RF interference, in/out/in of coverage or battery change.
[PR 5.9.6-009]: The 5G system shall be able to do an ultra-quick reconnect and authentication (20 ms) after a “Core to RAN” communication loss due to RF interference, in/out/in of coverage situation when the 	RAN is in the airborne relay and the core is in the cloud or at the receive site.
[bookmark: _Hlk530648895][bookmark: _Toc19177384]5.10	Live Immersive Media Service
[bookmark: _Toc19177385]5.10.1	Description
This use case proposes a new service using real-time AV production in sports ground. According to reports, broadcast revenue from the 2016 Summer Olympic Games in Athens was at about 1.5 billion U.S. dollars. In recent years, immersive media applications have attracted lots of attentions and made some technical breakthrough, e.g. freepoint technologies, and improving computing powers. In Olympics, the immersive media services can be provided to audiences at the scene or remote audiences all over the world. On the other hand, such services would be potential business opportunities for multiple operators, and production vendors. The natures of flexibility and virtualization in 5GS and the support of network slicing and non-public network make the support of live immersive media services possible to overcome deployment challenges for 3rd parties. 
The real-time AV production for live immersive media involve three major processes, including media acquisition, media production, and media distribution, as shown in Figure 5.10.1-1 for an example of real-time AV production to provision live immersive media service at NFL in the US. The example shows 30+ cameras of UE capability are deployed around the football stadium to bean on the football players and connected to 5G network via NG-RANs in local non-public network which can be operated by 3rd party or MNO. 
[image: Intel_LMPF]
Figure 5.10.1-1: Live Immersive Media production for Sport Games in 5G network
The LMPF) composes of the following three functionalities:
Media Acquisition: the involving entities/functions include sensors, the professional 360 degree cameras, live media production function (LMPF), and 5G network infrastructure. In support of live immersive media production, it is important to capture as much live videos in different angles, locations as possible. Therefore, the live media production function has to be able to remotely control cameras in real-time whenever needed.
Media Production: the LMPF has the following logical functionalities:
· Media Content Storage: to store the uploaded video streams/clips from all the sensors and cameras for further production. 
· Media Production Console: to decide the actions of the monitoring IoT devices, e.g. cameras, and send commands for dynamically adjusting parameters, e.g. for calibration and video shootings, of one or more cameras based on information provided by cameras and media production console. The monitoring features provided by the 5GS is used to configure the cameras and sensors for reporting specific events to the LMPF. Further, there may have different Media Production Consoles to produce media for different subscribed services subject to different service requirements. For example, for provisioning immersive media for audiences at the scene, the high throughput and low latency delivery of the live immersive media is required. On the other hand, for remote audiences, which may allow a relaxed latency requirements, the production of the media can mixed with other media sources, e.g. reporting, and advertisements.
Media Distribution: the produced media is stored and provided by the LMPF to the audiences at the scene, which have service subscriptions to the non-public network or private slice in PLMN, or audiences at remote sites all over the world, which have service subscriptions from their service providers. The LMPF can offer live media service by distributing it to the other operators (MNO/3rd parties) as service subscribers. If service agreements for the live media service are available. There are two methods to distribute the service:
· [pull model]: the LMPF already configures and setups the address and port to be accessed by the subscriber. The subscriber can retrieve the live media accordingly. The corresponding APIs are provided for the subscriber to retrieve the live media.
· [push model]: the LMPF already has stored address and port information to access the network of the subscribers. The LMPF can push the live media accordingly whenever available.
NOTE:	The functionality of the Media Distribution is out of scope of this study.
The 5G system can provision the live immersive media production service using a Live/Local Media Production Function (LMPF) to its customer, including MNOs and 3rd parties. The LMPF can be deployed as a virtual network function in 5G network or as an AF interfacing with 5G network over a standardized interface. The operation of the LMPF is for temporary and in a limited time. 
When LMPF as a virtual network function, the 5G system needs to provide APIs to the LMPF subscribers/customers, e.g. MNOs, 3rd parties, to request the live media service with required media types, media compression types, media related parameters, and its subscriber ID for LMPF service; to provide service authentication and authorization; to provide the security parameters for the media, e.g. integrity key, encryption key, encryption algorithms, etc.; to provides the access information, including network function address(s) (may be in other network function address depending on the deployment) or port number(s) for retrieving the live media, etc.
When LMPF as an AF, the 5G system needs to provide APIs to allow the LMPF service provider to request for media acquisition service from the 5G system with required media parameters with required media types, media compression types, media related parameters, and its subscriber ID; to request for media acquisition service from the 5G system with required device configuration, e.g. camera shooting angles, resolutions, resolutions, number of cameras, etc.; to request for device monitoring/reporting services from the IoT devices, e.g. the sensors and cameras; to request for device parameters adjustments for the specific devices, e.g. camera, when conducting media acquisitions, etc.
In addition, if the 5G system is also a service subscriber/customer of the produced live media from the LMPF, it needs to provide the APIs to receive the live media including to obtain the live media service with required media types, media compression types, media related parameters, and its subscriber ID for LMPF service; to get service authentication and authorization; to get the security parameters for the media, e.g. integrity key, encryption key, encryption algorithms, etc.; to get the access information, including LMPF function address(s) (may be in other address depending on the deployment) or port number(s) for retrieving the live media, etc.
Please note that service subscribers of the live media service is not limited to the service subscriber of the live media production service. The live immersive media production service in 5G network can be deployed in the following scenarios:
· a private slice in a PLMN shared among MNOs and 3rd parties (as shown in Figure 5.10.1-1)
· a non-public network which RAN/CN infrastructure is deployed by a 3rd party using spectrum leased from one or more MNO(s) and operated as a RAN sharing network shared among one or more MNO(s)/3rd parties.
[bookmark: _Toc19177386]5.10.2	Pre-conditions 
To achieve communication of automation in production system for producing real-time immersive media, it would require different system deployments depending on the types of the sports, the size of sport ground, number of athletes, the movement of the athletes, the speed of movement. For example, for sports of Olympics games, 
· the soccer game is with 14-22 players, fast and random movement, e.g. Gareth Bale’s (Real Madrid) record was 36.9 km/h, and 110 m by 75 m as dimension of field;
· swimming game is with at least 8 swimmers, predictable straight movement, e.g. Michael Phelps’s freestyle record was 1:42.96 (1.94 m/sec), and 50 m by 25 m as dimension of pool; 
Sensors configuration and connectivity: Every Athletes wear sensors which are with UE capabilities and registered to the 5G network and connected with LMPF. The UEs reports location/speed/movement and capture/upload live videos streams/clips to the 5G network. The identification information of the athletes and the corresponding sensors need to be preconfigured and stored in LMPF. 
Professional Video Cameras with UE capabilities: The cameras are registered to the 5G network, connected with LMPF, and perform UE configuration updates. The LMPF can perform cameras calibration remotely when receiving reporting information from sensors and cameras. 
[bookmark: _Toc19177387]5.10.3	Service Flows
The service flow in provisioning a live immersive media production for sport game comprises the following steps:
· Step1: Through 5G connection, each sensor starts to report its location based on configured monitoring event, and optionally upload video clips. And each camera starts to upload its live video based on configured specific area and operation parameters.
· Step2: Based on the received sensors’ information and uploaded media from the cameras, the LMPF starts to produce live media by processing and combining all the videos information. Some post-production media, e.g. captions, live report, may be also combined during the production process.
· Step3: The LMPF determines to adjust certain operation parameters for some cameras, it sends the commands to one or more specific cameras. For example, the media production console needs to zoom in a camera to focus on a specific area or one particular athlete. The delivery of the commands and responded action is real-time so that it can capture the highlight scene, e.g. touch down moment in football game. 
· Step4: when receiving messages from LMPF, the camera executes actions based on received commands and camera parameters for operation of media acquisition, e.g. tracking object, e.g. a particular athlete at specific regions, shooting angle, focus, zoon in/out percentages, black/white balance, video pixels setting, etc. For camera with mobility capability, e.g. with wired tracks, or flying drones, the commands can include specific shooting geographical locations. 
· Step5: the LMPF produces real-time live media, stores it, and distributed it based on the service agreements. 
· Step6: Out of scope of this study. The LMPF use push or pull model to distribute live media via 5G system with the supported APIs for the live media service subscribers. The live immersive media service can be distributed to the service subscribers, including: 
· Audience at the scene: have device with UE capability and subscription for non-public network or private slice in a PLMN.
· Remote Audience not at the scene: have viewing device w/o UE capability and with subscription for the live streaming service of selective games from service providers including MNOs and 3rd parties. 
[bookmark: _Toc19177388]5.10.4	Post-conditions
The live immersive media services for multiple sport games in Olympic are provisioning to audiences all over the world via 5G network during the whole Olympic time. The audiences at the scene or at remote location receive and enjoy the live immersive media.
[bookmark: _Toc19177389]5.10.5	Existing features partly or fully covering the use case functionality
The followings aspects have potential supports and impacts:
· Provision live media production service to MNOs and 3rd parties in 5GS with flexible deployments to operate in temporary and a limited time. 
· The 5G system shall support the deployment of LMPF in a network slice in a PLMN, or in a non-public network to provision live media production service in a limited time. 
· The 5G system shall support required APIs to allow 3rd party application to send commands to a device or group of devices using the application for real-time remote control with delivery time within [Xms].
· The 5G system shall support a mechanism to allow a device or group of devices to upload acquired media to one or more 3rd party application servers.
· The 5G system shall support a mechanism to allow one or more LMPFs to jointly produce the media. 
[bookmark: _Toc19177390]5.10.6	Potential New Requirements needed to support the use case
[PR 5.10.6-1] The 5G system shall enable live media production service to MNOs and 3rd parties.
[PR 5.10.6-2] The 5G system shall support required APIs for 3rd party application servers.
 [PR 5.10.6-3] The 5G system shall support suitable APIs to allow 3rd party application to update the UE configuration, e.g. for a UE or group of UEs using the application.
[PR 5.10.6-4] The 5G system shall support suitable APIs to allow 3rd party application to configure monitoring events and corresponding actions with or without reporting the detected event, e.g. for a device or a group of devices using the application.
[PR 5.10.6-5] The 5G system shall be able to support multiple ultra high throughput up to 100 Mbit/s and low latency >6 ms uplink channels to upload live video streams from multiple devices, e.g. cameras.
 [PR 5.10.6-6] The 5G system shall be able to support ultra reliable [10E-x] and low latency [xx] ms communication downlink channels to allow LMPF to remotely control multiple cameras in a real-time manner. 
[bookmark: _Toc19177391]5.11	Video Streaming in Professional Coverage of Live Performances
[bookmark: _Toc19177392]5.11.1	Description
Producing and capturing a live event, i.e. for further exploitation of the cultural and creative content, involve many wireless links. For instance, artists on stage use wireless microphones to capture their voices or instruments’ sound while hearing themselves via a wireless in-ear monitoring system. Cameramen operate their wireless cameras capturing the performance. The technical crew, the production team and the security staff are usually connected to each other via an intercom system. Lighting, video and sound effects are remotely controlled over stage control systems. The term PMSE equipment is used to sum up all wireless audio and video equipment involved in professional AV productions.
Live events take place typically in theatres, concert halls, stadiums, studios, and the like. The stage can be located indoors and/or outdoors. Typical operation has a defined and in-advanced known duration. All PMSE equipment required for the production and capturing of an event is always available at the location of the event. Either it belongs to the infrastructure of the stage or a rental company has been engaged to deploy it for the event.
Characteristic for a live event is that the PMSE equipment is available on the stage, the wireless communication service is limited to the event area and all audio and video processing such as audio and video mixing is done in real time during operation.
Wireless cameras are used for capturing the picture, voice and music signals of the artists on- and around the stage. PMSE content capture sits at the very beginning of the supply- and value chain for a wide range of products, such as recordings of live performances or the archiving of culturally significant material. Consequently, content capture is expected to provide the highest quality possible, with producers and program makers taking steps to ensure the quality and robustness of content capture and delivery. For these reasons, quality and reliability of the radio link are fundamental to PMSE users. For live PMSE productions especially, the commercial pressures on users are significant as there is no opportunity for recovery (See Figure 5.11.1-1, no possibility to ask the singer: “Please, repeat!”), and so the tolerance for disturbance to the QoS is extremely low.
In a typical live event, a number between 1 and 5 simultaneously active wireless cameras can be expected. Each wireless camera signal is streamed to a central video mixing console. Each active wireless camera produces a video stream of up to 100 Mbit/s (4K@100fps) and receives a control and video return signal of maximum 12 Mbit/s (1080i@50fps).
The video mixing console does the mixing and combining of the different video streams. Most cameramen rely on receiving a personalized video mix of the event streamed back to his camera viewfinder. In this context, personalized means that each cameraman can receive a different video mix (i.e. point to point downlink transmission) fully adapted to his/her needs and preferences. Sometimes a group of cameramen in the production may want to receive the same video-mix. For this latter case, a point to multipoint downlink transmission could be chosen. A stage video monitoring device receives a video stream of up to 12 Mbit/s. The maximum non-public network latency tolerated by a professional cameraman between his wireless camera and the return video in his viewfinder coming back from the mixing console is limited to 40 ms. The maximum round trip time for the network is set to 6 ms which leaves 34 ms for the codec and the mixing console. The video mixing console produces further outgoing streams for the stage video monitoring device, playout and recording. 

[image: ]
Figure 5.11.1-1: Live content production network
However, it is hoped that with the latest generation of 3GPP technologies that other wireless systems in common use by production may be incorporated into this workflow. In an ideal world uncompressed video would be the preference but for practical reasons a number of compressed workflows are in use.
The compressed wireless systems in common use are:
· Steadicam
· Handheld camera
· Drone
· Cable-cam
· Rail-cam
· Onboard camera
· Helicopter with camera operator
· Motorbike with camera operator
· Microwave relay helicopter or fixed wing aircraft

Steady-cam
A Steadicam is a gyro stabilized mount/harness worn by a specially trained camera operator. The camera is carefully balanced and takes care of all the vibrations caused by the movement of the operator. These wireless cameras are used most of the time for studio productions like “the Voice” or the Eurovision song contest. Sometimes Steadicams are used outside for covering concerts or sporting events and could also be operated from a Segway, snow scooter, etc.
For high end content production (compressed) we would need:
· HQ video from camera
· LQ video Mbps to camera
-	6 ms latency (RTT)

Handheld camera
For studio productions and outside broadcasts sometimes, handheld cameras are used in situations where the director needs to have multiple angle shots from competitors or artists. So, in situations where maximum flexibility is demanded and for obvious reasons no cables are allowed, handheld cameras are equipped with transmitters and receivers. These cameras can operate line of sight and non-line of sight.
For high end content production (compressed) we would need:
· HQ video from camera
· Control and LQ video to camera
· 6 ms latency (RTT)

Drone
Since regulations are getting in place for Drone usage the demand for getting live shots from these highly sophisticated aerial platforms is getting bigger. The onboard camera is already producing 4K footage but for locale storage only. 
For high end content production (compressed) we would need:
· HQ Video from camera
· control Video to camera
· 6 ms latency (RTT)

Cable-cam
During large football events, ski jumping or open-air concerts sometimes a cable-cam is used. The camera is mounted on a small platform which is attached to steel cables. This platform can virtually go to any position on the football field. The system is fully remote operated.
For high end content production (compressed) we would need:
· HQ Video Mbps from camera
· control to camera
· 6 ms latency (RTT)

Rail-cam
For Formula One, cross-country skiing, and speedskating a rail-cam is used. This system is using a specific track for instance during Formula 1 it operates in the pitlane. And during speed skating the camera track is just above the boarding. The system is fully remote operated.
For high end content production (compressed) we would need:
· HQ Video Mbps from camera
· control Mbps to camera
· 6 ms latency (RTT)

Onboard cameras
Formula 1 and MotoGP provide the director with a lot of onboard camera shots including important sensor data for the graphics department. These systems require terrestrial coverage.
For high end content production (compressed) we would need:
· HQ Video Mbps from camera (per camera)
· control Mbps to camera (combined)
· 6 ms latency (RTT)

Helicopter with camera operator (downlink mode)
Making aerial shots during sports or event productions most of the time a twin-engine helicopter is used which is equipped on the outside with a so-called gyro stabilized camera for instance a Cineflex or Shotover. The camera operator is operating the system from within the helicopter and follows the cues from the director. The operating distance can vary from 150 m to 150 km.
For high end content production (compressed) we would need:
· HQ Video Mbps from camera
· Control, comms and control Mbps to camera
· 6 ms latency (RTT)

Helicopter with camera operator (up-link mode)
Making aerial shots during sport or event productions most of the time a twin-engine helicopter is used which is equipped with a so-called gyro stabilized camera for instance a Cineflex or Shotover. The camera operator is operating the system from within the helicopter and follows the cues from the director. The operating distance can vary from 150 m to 150 km. Depending on the altitude of the camera helicopter the signals can go direct to the receive site or need to be transmitted towards a fixed wing relay plane operating at a higher altitude and from there the signal are combined in a mux and transmitted towards the receive site.
For high end content production (compressed) we would need:
· HQ Video Mbps from camera
· Control LQ video and comms Mbps to camera
· 20 ms latency (RTT) via aerial relay

Motorbike with camera operator
For covering Cycling races and Marathons several motorbikes with camera operator are involved. Especially cycling races that can last for up to 8 hours the technology has to function over large distances. For that reason, most of the time a microwave midpoint is used for receiving and re-transmitting the footage. This midpoint can either be a helicopter or a fixed wing airplane. For Marathon coverage a terrestrial solution would be preferred.
For high end content production (compressed) we would need:
· HQ video from camera {per camera)
· Comms and control Mbps to camera (combined)
· 6 ms latency (RTT) terrestrial
· 20 ms latency (RTT) via aerial relay

Microwave relay helicopter or fixed wing aircraft
Long distance live event coverage like triathlons, cycling races and WRC rally racing is done by means of a microwave aerial relay. This relay can either be a helicopter or a fixed wing aircraft handle up to 8 uplinks of HQ video. and will send at least a mux down to the receive site.
For high end content production (compressed) we would need:
· HQ Video from camera {per camera) to airplane
· Control and comms to camera (combined) from airplane
· HQ MUX video main downlink from airplane to receive site
· HQ MUX back-up downlink from airplane to receive site
· Video, comms and control main uplink from receive site
· Video comms and control back-up uplink from receive site
· 20 ms latency (RTT) via aerial relay

All services carried by these Bi-directional IP-link
From camera:
· 4K video with 8 times embedded audio
· 4 separate audio channels
· Intercom
· AR sensor data
· Synchronization data
· Camera ID data
· Link status
· RS232/485/422 data
To camera:
· return HD video programme
· return HD video autocue 
· focus pulling data
· camera control
· lock data
· intercom
· link status
· PTZ commands
-	RS232/485/422 data

[bookmark: _Toc19177393]5.11.2	Pre-conditions
-	All PMSE equipment required to produce the event is available at the desired location (event)
-	Sufficient bandwidth to satisfy the requirements of the wireless production links is available at the event location during the whole operation time. 
-	All wireless cameras on stage are switched on and connected to a central video mixing console through a NG-RAN.
-	The central video mixing console may act as an edge computing application server.
-	All active wireless cameras are synchronized at the application level within 1µs accuracy.
-	The central video mixing console is connected to the playout system and, if required, to a recording server.

[bookmark: _Toc19177394]5.11.3	Service Flows
-	Setting up a temporary Broadcast IP infrastructure using a 5G local non-public network
-	Multiple cameras connect via this local non-public 5G network to the studio or outside broadcast van.
-	Additional data is sent via this local non-public 5G network between the cameras and the studio or outside broadcast van for communication, camera control, GPS data, AR sensor data, and return video.

[bookmark: _Toc19177395]5.11.4	Post-conditions
A temporary 5G non-public local network that provides;
· Intracell and intercell service continuity for speeds up to 200 km/h.
· Terrestrial coverage in an 10000 m2 area.
· Low latency with a round trip time of 6 ms.
Quasi Error Free operation when handling multiple 4K (compressed video) cameras including communication, camera control, GPS data, AR sensor data, and return video

[bookmark: _Toc19177396]5.11.5	Existing features partly or fully covering the use case functionality
The 5G system shall support the deployment of a live content production network as a non-public network (NPN), both physically or virtually, providing coverage within the specific event area (up to 10000 m2 indoor and outdoor)
The 5G system shall support the operation of a live content production network deployed as a standalone non-public network (NPN).
The 5G system shall support identifiers to uniquely identify a non-public network.
The 5G system shall support data integrity protection and confidentiality methods that serve URLLC and energy constrained devices.
The 5G system shall support a suitable framework (e.g., EAP) allowing alternative (e.g., to AKA) authentication methods with non-3GPP identities and credentials to be used for UE network access authentication in non-public networks.
The 5G system shall support suitable APIs to allow MNOs to offer automatic configuration services (for instance, interference management) to non-public networks deployed by 3rd parties and connected to the MNO’s Operations System through standardized interfaces. (TS22.261 clause 6.10).
The 5G system shall be able to transport IPv4 and IPv6 multicast traffic.
The 5G system shall be able to support seamless intra-cell and inter-cell service continuity in combination with all the above-mentioned latencies, speeds and bitrates.

[bookmark: _Toc19177397]5.11.6	Potential New Requirements needed to support the use case
Table 5.11.6-1: Potential new requirements
	Use Case
	mobility
	Uni or bi directional
	Downlink data rate per UE
	Uplink data rate per UE
	Max Packet size
	Link latency
(Note 2,3)
	Total delay (inc. application)
	Reliability
(Note 1)
	# of active UE
	Service area

	[PR 5.11.6-001]
NPN radio Camera UHD
	< 200 km/h
	bi
	20 Mbit/s
	100 Mbit/s
	1500 bytes
	3 ms 

	< 40 ms
	QEF 

	5-10
	1000 m x 1000m

	[PR 5.11.6-002]
NPN radio camera HD
	< 200 km/h
	bi
	20 Mbit/s
	80 Mbit/s
	1500 bytes
	3 ms 

	< 40 ms
	QEF 

	5-10
	1000 m x 1000m

	NOTE 1: The 5G system shall be able to deliver Quasi Error Free (QEF) services, meaning less than one uncorrected error event per hour at the input of the video decoder. One or more retransmissions of network layer packets may take place in order to satisfy the reliability requirement.
NOTE 2: This is the maximum end-to-end latency allowed for the 5G system to deliver the service in the case the end-to-end latency is completely allocated to the 5G system from the UE to the Interface to Data Network.
NOTE 3: Latency is less important than QEF, longer latency can be accepted to avoid errors. 




Editor's Note: The desire is to extend the existing functionality of modern broadcast networks, as described in [3], out to remote devices connected via a 5G network. Therefore, the following requirements are critical to the adoption of 5G technologies (also applicable to uncompressed use case).

[PR 5.11.6-003]: The 5G system shall be able to distribute high-precision timing information as per the Precision Time Protocol (IEEE 1588-2008) [9] in SMPTE ST2059 profile [10] . To enable the synchronous timing of broadcast devices over the network and provide timing information to an attached UE media clock.

[PR 5.11.6-004]: The 5G system shall have the ability to support open standard based broadcast workflows.
NOTE: VSF and SMPTE and exploring the requirements for SMPTE compatible video over wireless links.
[PR 5.11.6-005]: The 5G system shall support operation of ultra-low latency point to point and point to multipoint communication for periodic deterministic traffic. 
NOTE: The end-to-end latency (40 ms) is required to include the uplink (lens to central mixing console) and downlink (central mixing console to camera viewfinder and studio floor video monitoring device).

[PR 5.11.6-006]:	The 5G system shall support UE speeds of up to 200 km/h over short distances (up to 500 m) for URLLC communication services.
[PR 5.11.6-007]: The 5G system shall be able to do an ultra-quick reconnect and authentication (20 ms) after a UE network connection loss due to RF interference, in/out/in of coverage or battery change.
[bookmark: _Toc19177398]5.12	Authentication of devices on a shared non-public network
[bookmark: _Toc19177399]5.12.1	Description
The television production environment at a music festival or a live sporting event may be based on a non-public network operated by the host facility. This network may be offered to all broadcasters present at the event. This helps to manage the proliferation of networks at the event, and the overload of any macro network resources.


Figure 5.12.1-1: Devices on a shared non-public network
This scenario raises the question of how provisioning of the broadcaster’s equipment is done, and how agile the process can be in a rapidly changing production environment.
It can be expected that the equipment brought onsite by the broadcasters do not have the credentials of the Non-Public Network (NPN). It can be assumed, however, that this heterogeneous equipment has been provisioned correctly to work with the Broadcaster.
In this scenario, we require the NPN to be able to advertise the broadcaster which have been enabled on the NPN.
Alternatively, the equipment brought onsite by the broadcasters already have installed the subscriptions and credentials of a PLMN which has agreement with the Non-Public Network (NPN). The agreement allows the equipment that have subscriptions with the PLMN to access the services provided by the NPN as well as PLMN via NPN (in MVNO- or roaming-like scenario). As such, the equipment can get access to NPN/PLMN services via a non-public network access by using a single subscription (i.e. the PLMN subscription) and a single set of credentials (i.e. the PLMN credentials), as shown in Figure 5.12.1-2.


Figure 5.12.1-2: Access to PLMN services via non-public network (as from a roaming UE)

[bookmark: _Toc19177400]5.12.2	Pre-conditions
Audio/visual equipment has been provisioned with credentials that can be authenticated to gain access to a Broadcaster 1 non-public network, or Broadcaster 1 as a third-party service provider offered by another non-public network.
[bookmark: _Toc19177401]5.12.3	Service Flows
Use Case 1: 
1. NPN Operation, Administration, & Maintenance (OA&M) adds the broadcaster as a third-party service provider supported on the NPN
2. NPN advertises that it supports service for devices configured for this third-party service provider
3. Audio/visual production equipment detects NPN advertising a known third-party service provider
4. Audio/visual production equipment attempts to authenticate to NPN using credentials associated with third-party service provider (e.g. Broadcaster 1)
5. NPN requests authentication by third party service provider (e.g. Broadcaster 1)
6. Authentication succeeds and is accepted by the NPN
7. Audio/visual production equipment can access services provided by the specific third-party service provider on NPN
Use Case 2:
1-3: same as Case 1.
4: Audio/visual production equipment accesses to NPN and requests for registration. 
5: NPN requests for authentication from Home PLMN.
6. Authentication succeeds and is accepted by the Home PLMN.
7. Audio/visual production equipment can access services provided by the NPN. 
8. If accessing to PLMN service is needed, the NPN selects a session anchor in the PLMN to access the PLMN service.

[bookmark: _Toc19177402]5.12.4	Post-conditions
Audio/visual equipment from all broadcasters provisioned to access service via the SXSW NPN can get connectivity.
[bookmark: _Toc19177403]5.12.5	Existing features partly or fully covering the use case functionality
NPNs as defined in TS 23.501 can support necessary functionality such as authentication based on non-3GPP credentials, differentiated QoS, etc. [12]
An NPN shall be able to restrict services, available quality of service, and capacity to subscribers of a specific third-party service provider.
[bookmark: _Toc19177404]5.12.6	Potential Requirements
[PR-5.12.6-001] The 5G system shall enable an NPN to be able to request a third-party service provider to perform alternative (e.g., to AKA) authentication with non-3GPP identities and credentials to be used for UE network access authentication in non-public networks based on non-3GPP identities and credentials supplied by the third party service provider.
[PR-5.12.6-002] The 5G system shall enable an NPN to support multiple third-party service providers.
[PR-5.12.6-003] The 5G system shall enable an NPN to be able to request a PLMN to perform NPN access network authentication of a UE based on 3GPP identities and credentials supplied by the PLMN.
[bookmark: _Toc19177405]5.13	Onboarding of audio-visual IoT devices onto a non-public network
[bookmark: _Toc19177406]5.13.1	Description
This scenario describes an onboarding procedure for granting connectivity via an NPN to audio visual production equipment. In this scenario, a studio with a deployed NPN brings a new device into service for the first time (onboarding) by retrieving the credentials required to access the NPN; whereby the retrieval of credentials potentially uses credentials provided by the device manufacturer.
As an initial consideration, it cannot be expected that IoT devices, including audio visual production devices such as microphones, pickups, etc, are provisioned with the credentials for an NPN at the time of manufacture. IoT devices, even higher-value audio-visual IoT devices, are expected to be produced agnostic to the eventual purchaser and operator.
In this scenario, a studio owner purchases some new audio production devices for use in a recording studio facility. The devices are procured from different vendors, for example, a set of audio pickups for stringed instruments, and a set of in-ear monitors for studio engineers. None of the devices have any user-interface (i.e. screen, keyboard etc.)
The studio owner wishes to connect these audio-visual production devices to his existing non-public network (NPN) deployed in his studio. Further, it is desirable to perform this connection without physical interfacing with the audio-visual device, for example by avoiding pushing credentials into the device with a debug cable interface, or a smartcard interface. This translates to a “zero-touch” onboarding requirement. 
In this scenario the audio-visual devices can connect to the NPN for provisioning purposes only and, without NPN credentials, gain access to a provisioning service which allows it to be authorised to securely retrieve NPN credentials.
[bookmark: _Toc19177407]5.13.2	Pre-conditions
1. An NPN has been deployed in a recording studio.
2. The studio owner procures an audio-visual production device from an audio-visual device vendor (e.g. an in-ear monitor)
3. The audio-visual device does not have credentials to make an operational connection to the NPN within the studio
[bookmark: _Toc19177408]5.13.3	Service Flows
1. Device is powered on within coverage of the NPN
2. Device connects to the NPN for the purpose of obtaining credentials to access the NPN
3. Device is provisioned with credentials to be operational in the NPN
NOTE: 	This step may involve interaction between a provisioning system potentially with a system maintained by the IoT device manufacturer.
[bookmark: _Toc19177409]5.13.4	Post-conditions
1. Device begins operating within the NPN
NOTE: 	Device can operate within the NPN without any further interaction with any system maintained by the IoT device manufacturer.
[bookmark: _Toc19177410]5.13.5	Existing features partly or fully covering the use case functionality
TS 22.261, clause 6.14.2 [5]:
Based on operator policy, the 5G system shall support a mechanism to provision on-demand connectivity (e.g. IP connectivity for remote provisioning). This on-demand mechanism should enable means for a user to request on-the-spot network connectivity while providing operators with identification and security tools for the provided connectivity.
The 5G system shall support a secure mechanism for a home operator to remotely provision the 3GPP credentials of a uniquely identifiable and verifiably secure IoT device.
[bookmark: _Toc19177411]5.13.6	Potential Requirements
[PR-5.13.6-001] Based on operator policy, the 5G system shall support a mechanism to provision on-demand connectivity (e.g. IP connectivity for remote provisioning). 
[PR-5.13.6-002] The 5G system shall support an on-demand mechanism for a user (human or software) to request on-the-spot network connectivity while providing the network operator with identification and security tools for the provided connectivity.
[PR-5.13.6-003] The 5G system shall support a secure mechanism for a network operator of an NPN to remotely provision the non-3GPP identities and credentials of a uniquely identifiable and verifiably secure IoT device.
[bookmark: _Toc19177412]6	Security Aspects
	Editor's note: to be provided.
[bookmark: _Toc19177413]7	Additional considerations
[bookmark: _Toc19177414]7.1 Reliability
Packet error ratio might not be sufficient to describe the reliability of a communication system for audio use cases. The distribution of packet errors is essential to guarantee the functionality of an audio application. A packet error ratio, in terms of not transmitted / received packets per time, is only valid as a measurement in such use cases if packet errors are equally distributed over time. In any other case, additional measurements, e.g. those which can reflect the distribution of packet errors, are also required to evaluate the reliability of a communication system in audio contexts. 
For video use cases the loss of a packet is critical as it will result in picture freeze or breakup on the output. While latency can be increased in order to mitigate packet loss there are limits on the amount of latency that can be tolerated dependent on the use case.
[bookmark: _Toc19177415]7.2 Interface to reduce time misalignment
The transition from application to communication system can generate relatively large amounts of delay in audio use cases with ultra-low latency data transfers. Such delays can occur when audio capturing and processing is not time-aligned to a utilized communication system e.g. with periodic transmission slots. The packaging of audio transfers is generally flexible with a granularity of a single audio sample (e.g. 20.83µs at 48 kHz sample rate) and could be aligned to a communication system if appropriate interfaces are available. The delay from misalignment could be minimized in this way, and the end-to-end latency requirements for some use cases could be relaxed if such an interface exists. 
[bookmark: _Toc19177416]7.3 Spectral Efficiency
Spectral efficiency of digital communication systems is a measure of how efficiently a limited range of spectrum is utilized by protocols of the two lowest layers, the physical layer and the data link control layer, and refers to the net bitrate which is transmitted over a given bandwidth of the communication channel. It is measured in bit/s/Hz.
Spectral efficiency does not include a latency requirement, which is one of the most challenging KPIs considering audio streaming. Therefore, it is not possible to derive the possible number of audio streams just bye knowing the system’s spectral efficiency only. Latency requirements must be considered. In addition, it makes it very difficult to compare the performance of a system without latency requirements with a system having strong latency requirements. That aside, a decrease of latency goes hand in hand with a decrease of spectral efficiency. To be able to compare different communication systems, it could be useful to define a new performance indicator which combines the latency requirement, the number of audio streams, and the occupied bandwidth.
[bookmark: _Toc19177417]7.4 Hand-over between nodes
The 5G system shall be able to support seamless intra-cell and inter-cell service continuity whilst in use, there should be no visible freezing, glitching or artefacts as transmission devices switches between receive nodes in NPN-NPN or PLMN-PLMN scenarios and where possible NPN-PLMN and PLMN to NPN should also be seamless. Latency should be maintained across the node boundaries.
[bookmark: _Toc19177418]7.5 Audio and video synchronisation
For video use cases it should be assumed that audio is carried alongside or embedded in the video stream. These should remain synchronous to within frame boundaries of the video signal.
[bookmark: _Toc19177419]7.6 Predictable and constant latency
When multiple devices are deployed across the 5G network a fixed and constant latency should be applied. This is to enable two or more AV signals to be synchronised without any drift between the two signals over time.
[bookmark: _Toc19177420]7.7 PTP IEEE 1588 with SMPTE ST-2059-2 profile
IEEE 1588 with an SMPTE ST-2059-2 profile [9,10], or wireless equivalent should be able to be generated by a UE device. When a UE master clock generates a compliant clock, this should be available for distribution to other locally connected devices running slave or boundary clocks.
[bookmark: _Toc19177421]8	Consolidated potential requirements
[bookmark: _Toc19177422]8.1 Performance requirements 
Every line in each table should be considered as an independent requirement.
Table 8.1-1: Performance requirements of low latency periodic deterministic communication service 
	Profile
	# of active UEs
	UE Speed
	Service Area
	E2E latency (Note 1)
	Transfer interval (Note 1)
	Packet error rate (Note 2)
	Data rate UL
	Data rate DL

	Ad hoc
	20
	5 km/h
	300 m x 300 m
	3 ms
	3 ms
	10-4

	200 kbit/s
	-

	
	8
	stationary 
	300 m x 300 m
	3 ms
	3 ms
	10-4

	-
	200 kbit/s

	Campus
	1000
	5 km/h
	2 km x 2 km
	5 ms
	5 ms
	10-4

	200 kbit/s
	-

	Conference
	10
	5 km/h
	100 m x 100 m
	3 ms
	3 ms
	10-4

	1.5 Mbit/s
	-

	
	4
	stationary
	100 m x 100 m
	3 ms
	3 ms
	10-4

	-
	1.5 Mbit/s

	Lecture room
	4
	5 km/h
	10 m x 10 m
	3 ms
	3 ms
	10-4

	50 kbit/s
	-

	
	2
	stationary 
	10 m x 10 m
	3 ms
	3 ms
	10-4

	-
	50 kbit/s

	Festival
	200
	10 km/h
	500 m x 500 m
	600 µs
	250 µs
	10-4

	500 kbit/s
	-

	
	100
	10 km/h
	500 m x 500 m
	600 µs
	250 µs
	10-4

	-
	1 Mbit/s

	Musical
	30
	50 km/h
	50 m x 50 m
	600 µs
	250 µs
	10-4

	500 kbit/s
	-

	
	20
	50 km/h
	50 m x 50 m
	600 µs
	250 µs
	10-4

	-
	1 Mbit/s

	
	10
	- 
	50 m x 50 m
	600 µs
	250 µs
	10-4

	-
	500 kbit/s

	Semi-professional
	10
	5 km/h
	5 m x 5 m
	600 µs
	250 µs
	10-4

	100 kbit/s
	-

	
	10
	5 km/h
	5 m x 5 m
	600 µs
	250 µs
	10-4

	-
	200 kbit/s

	
	2
	-
	5 m x 5 m 
	600 µs
	250 µs
	10-4

	-
	100 kbit/s

	AV production
	20
	5 km/h
	30 m x 30 m
	600 µs
	250 µs
	10-4

	1.5 Mbit/s
	-

	
	10
	5 km/h
	30 m x 30 m
	600 µs
	250 µs
	10-4

	-
	3 Mbit/s

	Audio Studio
	30
	-
	10 m x 10 m
	600 µs
	250 µs
	10-4

	5 Mbit/s
	-

	
	10
	5 km/h
	10 m x 10 m
	600 µs
	250 µs
	10-4

	-
	1 Mbit/s

	NOTE 1: Transfer interval refers to periodicity of the packet transfers. It has to be constant during the whole operation and can be defined as being the same as the Tframe of Annex A. The value given in the table is a typical one, however other transfer intervals are possible as long as the end-to-end latency is smaller than ≤ (15 – 2 × Tframe) for 1-way communication, ≤ (15 – 3 × Tframe))/2 for 2-way communication semi-professional profiles, and ≤ (2 – 3 × Tframe)/2 for the professional profiles. If there is an interface for synchronizing audio devices and radio interface as described in Section 7, the latency requirement can be relaxed as described in the Annex A.1.
NOTE 2: Packet error rate is related to a packet size of transfer interval × data rate. Packets that do not conform with the end-to-end latency are also accounted as error.



Table 8.1-2: Performance requirements for low latency deterministic periodic traffic with multicast service.
	Profile
	# of active UEs
	# of UL streams
	# of DL streams
	UE Speed
	Service Area
	E2E latency (Note 1)
	Transfer interval (Note 1)
	Packet error rate (Note 2)
	Data rate UL
	Data rate DL

	Integrated audience services
	50000
	-
	30 multicast streams
	5 km/h
	1.5 km x 1.5 km
	5 ms DL
	5 ms
	10-3

	-
	200 kbit/s

	Intercom system
	1000
	240 (Note 3)
	30 multicast streams
	5 km/h
	1.5 km x 1.5 km
	3 ms DL
3 ms UL
	3 ms
	10-3

	100 kbit/s
	100 kbit/s

	NOTE 1: Transfer interval refers to periodicity of the packet transfers. It has to be constant during the whole operation and can be defined as being the same as the Tframe of Annex A. The value given in the table is a typical one, however other transfer intervals are possible as long as the end-to-end latency is smaller than ≤ (15 – 3 × Tframe)/2 for the 2-way communication profiles and ≤ (15 – 2 × Tframe) for the 1-way communication profiles, which yields a mouth-to-ear latency of 20 ms. If there is an interface for synchronizing audio devices and radio interface as described in Section 7, the latency requirement can be relaxed as described in the Annex A.1.
NOTE 2: Packet error rate is related to a packet size of transfer interval × data rate. Packets that do not conform with the end-to-end latency are also accounted as error.
NOTE 3: The UL stream originating from a UE may be the source of a DL multicast stream.





Table 8.1-3: Performance requirements for low latency video.
	Profile
	# of active UEs
	UE Speed
	Service Area
	E2E latency
	Packet error rate (Note 1)
	Data rate UL
	Data rate DL

	Uncompressed UHD video
	1
	0 km/h
	1 km2
	400 ms
	10-10 UL
10-7 DL
	12 Gbit/s
	20 Mbit/s

	Uncompressed HD video
	1
	0 km/h
	1 km2
	400 ms
	10-9 UL
10-7 DL
	3 .2 Gbit/s
	20 Mbit/s

	Mezzanine compression UHD video
	5
	0 km/h
	1000 m2
	1 s

	10-9 UL
10-7 DL
	3 Gbit/s
	20 Mbit/s

	Mezzanine compression HD video
	5
	0 km/h
	1000 m2
	1 s

	10-9 UL
10-7 DL
	1 Gbit/s
	20 Mbit/s

	Tier one events UHD
	5
	0 km/h
	1000 m2
	1 s

	10-9 UL
10-7DL
	500 Mbit/s
	20 Mbit/s

	Tier one events UHD
	5
	0 km/h
	1000 m2
	1 s

	10-8UL
10-7 DL
	200 Mbit/s
	20 Mbit/s

	Tier two events UHD
	5
	7 km/h
	1000 m2
	1 s

	10-8UL
10-7DL
	100 Mbit/s
	20 Mbit/s

	Tier two events HD
	5
	7 km/h
	1000 m2
	1 s

	10-8UL
10-7DL
	80 Mbit/s
	20 Mbit/s

	Tier three events UHD (Note 2)
	5
	200 km/h
	1000 m2
	1 s

	10-7UL
10-7DL
	20 Mbit/s
	10 Mbit/s

	Tier three events HD (Note 2)
	5
	200 km/h
	1000 m2
	1 s

	10-7UL
10-7DL
	10 Mbit/s
	10 Mbit/s

	Remote OB
	5
	7 km/h
	1000 m2
	6 ms
	10-8UL
10-7DL
	200 Mbit/s
	20 Mbit/s

	NPN ground to air UHD up Link
	10
	500 km/h
	700 km2 x 6000 m (Note 3)

	40 ms
	10-8UL
10-7DL
	100 Mbit/s
	20 Mbit/s

	NPN ground to air HD up link
	10
	500 km/h
	700 km2 x 6000 m (Note 3)
	40 ms
	10-8UL
10-7DL
	80 Mbit/s
	20 Mbit/s

	NPN air to ground
UHD down Link
	2
	500 km/h
	700 km2 x 6000 m (Note 3)
	40 ms
	10-7UL
10-8DL
	20 Mbit/s
	100 Mbit/s

	NPN air to ground  HD down link
	2
	500 km/h
	700 km2 x 6000 m (Note 3)
	40 ms
	10-7UL
10-8DL
	20 Mbit/s
	80 Mbit/s

	NPN radio Camera UHD
	10
	200 km/h
	1 km2
	3 ms
	10-8UL
10-7DL
	100 Mbit/s
	20 Mbit/s

	NPN radio camera HD
	10
	200 km/h
	1 km2
	3 ms
	10-8UL
10-7DL
	80 Mbit/s
	20 Mbit/s

	NOTE 1: Packet error rate calculated considering 1500 B packets, and 1 error per hour as PER, where  is the data rate in Mbit/s.
NOTE 2: Could use either professional equipment or mobile phone equipped with dedicated newsgathering app
NOTE 3: 6000 m = height but in a cone formation (i.e. ground coverage with a circle of diameter 30 km)



[bookmark: _Toc19177423]8.2 Non-Public network 
Based on MNO and NPN policy, the 5G system shall support a mechanism to enable MNO to update the subscription of an authorized UE in order to allow the UE to connect to a desired NPN. This on-demand mechanism should enable means for a user to request on-the-spot network connectivity which is authorized by its MNO.
The 5G system shall enable an NPN to be able to request a third-party service provider to perform NPN access network authentication of a UE based on non-3GPP identities and credentials supplied by the third party service provider.
The 5G system shall enable an NPN to support multiple third-party service providers.
The 5G system shall enable an NPN to be able to request a PLMN to perform NPN access network authentication of a UE based on 3GPP identities and credentials supplied by the PLMN.
Based on operator policy, the 5G system shall support a mechanism to provision on-demand connectivity (e.g. IP connectivity for remote provisioning). The 5G system shall support an on-demand mechanism for a user (human or software) to request on-the-spot network connectivity while providing operators with identification and security tools for the provided connectivity.
The 5G system shall support a secure mechanism for a network operator of an NPN to remotely provision the non-3GPP identities and credentials of a uniquely identifiable and verifiably secure IoT device.
[bookmark: _Toc19177424]8.3 Multicast and broadcast service
Editor's note: text to be provided or section to be deleted
[bookmark: _Toc19177425]8.4 Clock synchronization 
The 5G network shall be able to provide time reference information to a 3rd party application acting as a master clock with an accuracy of one microsecond.
[bookmark: _Toc19177426]8.5 AVPROD application specific requirements
The 5G system shall support media flows from open standard based broadcast workflows and be agnostic to the data carried
[bookmark: _Toc19177427]8.6 Service Continuity 
The 5G system shall be able to securely reconnect within 20 ms from UE starting first network connection attempt after a UE network connection loss.
The 5G system shall support uplink and downlink service continuity, maintaining acceptable performance requirements, while switching between co-located PLMN and NPN (e.g., due to mobility).
The 5G system shall support service continuity by maintaining acceptable performance requirements: for an uplink stream while performing traffic steering, switching, and splitting among co-located PLMN(s) and NPN(s) and for downlink while switching between co-located PLMN and NPN.
[bookmark: _Toc19177428]8.7 Network Exposure Requirements
The 5G system shall support mechanisms to allow 3rd party applications to update the UE configuration for a UE or group of UEs using the application.
[bookmark: _Toc19177429]8.8 Multi-network connectivity and service delivery
The 3GPP system shall be able to enable a UE to receive low-latency downlink multicast traffic from one network (e.g. NPN), and paging as well as data services from another network (e.g. PLMN) simultaneously.
NOTE: 	Depending on the capabilities and configurations of the UE, limitations of data-rate and latency may be acceptable. 
[bookmark: historyclause][bookmark: _Toc19177430]Annex A: Real-time audio-streaming latency budget
Many factors influence the total latency that is experienced by a user. In most of the use cases presented in this study item, the users of the system will by often in situations where they can easily perceive latency increase, which poses requirements that are much tighter in comparison to other voice/audio applications. 





[bookmark: _Ref528870502]Figure A-1 General representation of a wireless production audio system

Figure A-1 shows the elements involved in the communication of professional audio production. On one hand there is a wireless audio input, which is represented here as a microphone. The audio is captured at the audio source and sent over a wireless connection to a central processing server, which could be performing mixing of several audio inputs, transcoding, equalization, or other processing tasks. The result of the processing step is sent over the wireless output device, which could be either a loudspeaker, an IEM, a general-purpose device equipped with headphones, or other. 





[bookmark: _Ref528870567]Figure A-2 Time diagram representing the frame capturing, processing, and playback of a wireless production audio system
The latency elements related to the system in Figure A-1 are shown in Figure A-2, which includes the time diagram of the audio input, mixing, and output devices, as well as the communication steps between these elements. This diagram can be used to clarify what is the total mouth-to-ear latency, which would be the total latency perceived by a user of this system. 
The first latency element is determined by the frame size Tframe. Digital audio transmissions are performed mostly by splitting the audio signal into frames, usually of fixed size in samples, meaning that each audio frame is collected and processed at regular intervals. This process introduces a latency of a frame size Tframe, when no other step is considered. The size of Tframe is not necessarily derived by the audio application and may be adjusted for optimized data transmission, e.g. for matching the wireless system transfer interval.
Next, there are steps of audio encoding, processing, and decoding, summed up with Tprocessing, which depends on specific implementations, and will be performed in each of the elements on the audio stream path. For the sake of clarity, this element will be considered as being equal in the audio source, server and output. 
On the air interface, there is the delay for transmitting the audio frames. As with any wireless transmission mechanism, this delay is variable, depending on factors such as network overload, path loss, interference conditions, and the tradeoff between bandwidth, transmission time and reliability. On one hand, the transition from audio to radio subsystem often introduces a misalignment delay. This is caused by the fact that wireless transmissions often can only start to certain periodic points in time. If the audio application is not aligned to these, a delay Tradio misalign is introduced when waiting for the next possibility to begin a transmission. In worst case this delay is of the size of one radio transfer period e.g. the slot time. If the radio subsystem provides an interface to enable the alignment of Tframe to the radio transfer period, this delay could be reduced to Tradio misalign  0. The other delay term Tdelay refers to the delay caused by protocol messages exchange, scheduling, encoding/decoding, as well as the wireless transmission itself. Both of these terms are used to represent the end-to-end delay for the wireless transmission Tend-to-end = Tradio misalign + Tdelay.
Due to wireless transmission jitter, each audio receiving node has to buffer enough data in order to deal with the receiving time uncertainty. Therefore, each audio receiving node has to buffer enough data in order to deal with the receiving time uncertainty. In order to do so, these systems may define a buffer length that is long enough to guarantee that at least a given percentage of packages are received on time, e.g. the 99.9th percentile of the one-way transmission delay of packets. 
Finally, it is the usual case that the exact timing of the frames on each device is not aligned. Each audio device controls the timing of these frames by callbacks, interruptions, or other mechanisms, and they are usually not aligned among different devices. For each transmission stage, there can be this delay added, which could be anywhere in the range 0 < Taudio async < Tframe. However, in order to analyze a worst-case scenario, in this document we consider Taudio async t  Tframe. 
With all these elements in mind, the latency budget for a complete system with 2 wireless links and a central mixing processing, such as the one shown in Figure 1 is 
	Tlatency = Tframe + 3×Tprocessing + 2×TEnd-to-end + 2 Taudio_async.
	[bookmark: _Ref528920539]Equation 1


Considering a worst-case scenario where Taudio_async  Tframe, we get the latency estimation as

	Tlatency, worst case  3×Tframe + 3×Tprocessing + 2×TEnd-to-end.
	[bookmark: _Ref15418487]Equation 2


If an interface allows the alignment of the audio devices to the radio transfer period, the radio misalignment can be reduced to Tradio misalign  0. In an optimal case the audio callback of the input, mixing, and output devices can be time-aligned, and as a result the audio misalignment can be reduced to Taudio async  0, resulting in an optimal mouth-to-ear latency of 
	Tlatency, optimal  Tframe + 3×Tprocessing + 2×Tdelay.
	[bookmark: _Ref15418512]Equation 3


If only one-way transmission is considered, e.g. UL only transmission from a wireless microphone to a wired loudspeaker, the latency estimations of Equation 1,Equation 2, and Equation 3 are reduced to:
	Tlatency, 1 way = Tframe + 2×Tprocessing + Tent-to-end + Taudio async.
	Equation 4

	Tlatency, 1 way, worst case  2 ×Tframe + 2×Tprocessing + Tend-to-end.
	Equation 5

	Tlatency, 1 way, optimal,  Tframe + 2×Tprocessing + Tdelay.
	Equation 6
	


As a general approach, the worst-case scenario is used to determine the KPI requirements for this study, where Equation 2 is adapted as
	TEnd-to-end  (Tlatency, worst case - 3 ×Tframe - 3×Tprocessing)/2
	Equation 7


to calculate the 2-way communication requirements, and Equation 4 is adapted as 
	TEnd-to-end  (Tlatency, 1 way, worst case - 2×Tframe – 2×Tprocessing)
	Equation 8


to calculate the 1-way communication requirements. In professional environments throughout the document the target latency is chosen as Tlatency = 4 ms and the total combined. processing time is estimated as 2 ms, while other use cases adopt a target latency of Tlatency = 20 ms and the total combined processing time is estimated as 5 ms.
[bookmark: _Toc19177431]Annex B: Overview of AV system structure using point to multipoint
The objective of this section is to clarify the structure and terms used in in use cases of this study including point to multipoint communications. This overview is presented here in order to make clear the performance KPIs that are presented in tables for each use case.
Figure B-1 shows an overview of an AV system with point to multipoint communications. In such systems there may be several wireless devices used as inputs, such as wireless microphones, musical instruments, communication devices, and cameras, which could be actively sending an UL stream. In this diagram, several devices could be connected to the AV system, and a number of these devices could be sending data simultaneously to the central mixing/processing. The number of simultaneous streams is represented in this figure and in the tables of the use cases of this study as “’UL streams”. The content of each of UL stream may be combined, mixed and processed by a central unit that converts all of these inputs into a number of logical streams, represented in the figure as “# DL streams”. As one example, one DL stream may be a combination of several musical instruments of a band, or the combination of several cameras. Each of these DL streams may be received by several UEs on DL, and the combination of all the UEs receiving one of the DL streams is represented in the figure as “# of active UEs”. As one example, many displays may be playing the tame video content, or several IEM may be playing the same audio content for a big band. 
[image: ]
Figure B-1: General overview of an AV system comprising audio/video sources, and audio/video receivers
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